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Abstract

Various logical formalisms with the freeze quantifier have been recently considered to model computer systems even though this is a powerful mechanism that often leads to undecidability. In this article, we study a linear-time temporal logic with past-time operators such that the freeze operator is only used to express that some value from an infinite set is repeated in the future or in the past. Such a restriction has been inspired by a recent work on spatio-temporal logics that suggests such a restricted use of the freeze operator. We show decidability of finitary and infinitary satisfiability by reduction into the verification of temporal properties in Petri nets by proposing a symbolic representation of models. This is a quite surprising result in view of the expressive power of the logic since the logic is closed under negation, contains future-time and past-time temporal operators and can express the nonce property and its negation. These ingredients are known to lead to undecidability with a more liberal use of the freeze quantifier. The article also contains developments about the relationships between temporal logics with the freeze operator and counter automata as well as reductions into first-order logics over data words.
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1 Introduction

Temporal logic with freeze: in logical languages, the freeze mechanism allows one to store a value in a register and to test later the value in the register with a current value. This operator is useful to compare values at distinct states of Kripke-like structures. The freeze quantifier has found applications in real-time logics [18], in hybrid logics [1, 17], in modal logics with predicate λ-abstraction [14] and for the specification of computations of systems with unboundedly many locations as resources [27]. Although it is known that the freeze operator can lead to undecidability (even with only equality on data [11, 15, 27]), many decidable temporal logics have a freeze mechanism, sometimes implicitly, see e.g. [2, 23, 26]. Recent developments have shown the ubiquity of the freeze operator [11, 25, 27, 33, 34] and its high expressive power as witnessed by the $\Sigma^1_1$-completeness results shown in [11].

The need to design decidable fragments of simple linear-time temporal logic LTL with the freeze quantifier stems from [11, 25] and most known decidable fragments in [11, 25] do not allow unrestricted use of negation. Potential applications range from the verification of infinite-state systems [11, 18] to querying XML documents [13] or more modestly data strings [3, 33]. In this article, we are interested in studying fragments of LTL with the freeze operator that are decidable over both finite and infinite models, that allow unrestricted use of negation (by contrast to the flat...
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fragments in [11]) and all standard past-time operators (in contrast to what is done in [3, 9]). These are strong requirements. In terms of expressive power, the fragment shown to be decidable in the article can express the ‘nonce property’ (all the values of a variable are different at every position) and its negation. Moreover, in [36, Section 7], the authors advocate the need to consider infinitary disjunction of the form $\bigvee_{i>0} x = X^i y$ where $X^i y$ refers to the value of $y$ at the $i$-th next position. This states that a future value of $y$ is equal to the current value of $x$. Our fragment can express this property, with the formula $x = X^1 y$, as well as the dual one: $\bigwedge_{i>0} x = X^i y$ can be expressed by the formula $\neg(x\text{diff} X^0 y)$ (cf. Section 2.1).

Our contribution: in the article, we introduce the constraint logic CLTL$^{XF}$, which is the logic CLTL$(\mathbb{N}, =)$ from [5] extended with atomic formula of the form $x = X^0 y$, and past-time operators $X^{-1}$ and $S$. The logic CLTL$^{XF}$ is interpreted over models which are sequences of valuations for a set of variables. In the logic one can make assertions in temporal logic, using atomic constraints of the form $x = X^i y$ (‘the current value of $x$ is the same value as $y$ $i$ steps ahead’) and $x = X^1 y$ (‘the current value of $x$ is repeated in a future value of $y$’). Thus in effect CLTL$^{XF}$ allows the use of the freeze quantifier only to specify that some values are repeated.

We show that the satisfiability problem for CLTL$^{XF}$ with temporal operators $\{X, X^{-1}, S, U\}$ is decidable over both finite and infinite models. We note that CLTL$^{XF}$ over infinite models is the first decidable fragment of CLTL$^1(\mathbb{N}, =)$ [11] which allows unrestricted use of negation and contains all the temporal operators from $\{X, X^{-1}, S, U\}$.

Our decision procedure is a substantial extension of the automata-based approach for LTL [35], and for constraint LTL [5]. The main idea is to view the problem of finding a concrete model satisfying a given CLTL$^{XF}$ formula in two steps. We first consider the ‘symbolic model’ induced by a given concrete model, which essentially captures the obligations to repeat values in the future, as well as the equality relations between variables, in a finite ‘window’ or ‘frame’.

Thus in effect CLTL$^{XF}$ allows the use of the freeze quantifier only to specify that some values are repeated.

The decidability of CLTL$^{XF}$ can also be seen via a reduction into FO2$(\neg, <, +\omega)$, a first-order logic over data words introduced in [3]. We give the details of this reduction in Section 3, but concentrate in the rest of the article on our decision procedure based on symbolic models described above. The symbolic approach is interesting for several reasons. Firstly, it gives us a characterization of realizable symbolic models, which is interesting in its own right. Secondly, the technique separates the problem of satisfiability for the ‘carrier’ logic (in this case LTL) and the problem of checking realizability of symbolic models. Thus, as a by-product of our technique, one can immediately observe that the carrier logic can be replaced by any logic whose models can be described by an automaton (for example Monadic Second Order Logic), and the logic remains decidable. The same holds if we add the atomic constraint $x = X^{-1} y$ (‘a value of $y$ in the past is equal to the current value of $x$’). Finally, our approach also lets us identify a fragment of CLTL$^{XF}$ obtained by restricting the vocabulary of variables to a singleton, for which the finitary and infinitary satisfiability problems are PSPACE-complete.

Plan of the article: Section 2 introduces the main properties of the temporal logic of repeating values CLTL$^{XF}$. In Section 3, we present decidability proofs for fragments of CLTL$^{XF}$ by translation into...
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We write \( a \) said to be \( XF \) dedicated to the symbolic models for CLTL\(^X_F\) and to the characterization of such models that are realizable. Section 6 introduces the class of simple counter automata for which the non-emptiness problem is shown decidable using [19]. This allows us to establish the decidability of CLTL\(^X_F\) satisfiability in Section 7. In Section 8, we consider the \( \mathsf{PSPACE} \)-fragment, and in Section 9 we consider repeating values in the past. Section 10 contains concluding remarks and open problems.

This article is a completed version of [6]. The decidability proof from Section 3.2 is new (not present in [6, 7]).

2 Preliminaries

2.1 Temporal logic of repeating values

Let \( \text{VAR} = \{x_1, x_2, \ldots \} \) be a countably infinite set of variables. We denote by CLTL\(^X_F\) the logic whose formulae are defined as follows:

\[
\phi ::= x = X^i y | x = FX y | \phi \land \phi | \neg \phi | X \phi | \phi U \phi | X^{-1} \phi | \phi S \phi
\]

where \( x, y \in \text{VAR} \), and \( i \in \mathbb{N} \), the set of natural numbers. Formulae of the form either \( x = X^i y \) or \( x = FX y \) are said to be atomic and an expression of the form \( X^i x \) (abbreviation for \( i \) next symbols followed by a variable) is called a term.

A valuation is defined to be a map from VAR to \( \mathbb{N} \). A CLTL\(^X_F\) model is a non-empty sequence \( \sigma \) of valuations, which is either finite, or infinite (of length \( \omega \)). All the subsequent developments can be equivalently done with the domain \( \mathbb{N} \) replaced by an infinite set \( D \) since only equality tests are performed in the logics. We write \( |\sigma| \) to denote the length of \( \sigma \) (equal to \( \omega \) when the sequence is infinite). For every model \( \sigma \) and \( 0 \leq i < |\sigma| \), the satisfaction relation \( \models \) is defined inductively as follows:

- \( \sigma, i \models x = X^i y \iff i + j < |\sigma| \) and \( \sigma(i(x)) = \sigma(i + j)(y) \),
- \( \sigma, i \models x = FX y \iff \text{there exists } j \text{ such that } i < j < |\sigma| \text{ and } \sigma(i(x)) = \sigma(j)(y) \),
- \( \sigma, i \models \phi \land \phi' \iff \sigma, i \models \phi \) and \( \sigma, i \models \phi' \),
- \( \sigma, i \models \neg \phi \iff \sigma, i \not\models \phi \),
- \( \sigma, i \models X \phi \iff i + 1 < |\sigma| \) and \( \sigma, i + 1 \models \phi \),
- \( \sigma, i \models X^{-1} \phi \iff i > 0 \) and \( \sigma, i - 1 \models \phi \),
- \( \sigma, i \models \phi U \phi' \iff \text{there is } i \leq j < |\sigma| \text{ such that } \sigma, j \models \phi' \) and for every \( i \leq l < j \), we have \( \sigma, l \models \phi \),
- \( \sigma, i \models \phi S \phi' \iff \text{there is } 0 \leq j \leq i \text{ such that } \sigma, j \models \phi' \) and for \( j < l \leq i \) we have \( \sigma, l \models \phi \).

We write \( \sigma \models \phi \) if \( \sigma, 0 \models \phi \). We shall use the standard derived temporal operators (\( G, F, F^{-1}, \ldots \)), and derived Boolean operators (\( \lor, \land, \ldots \)) and constants \( \top, \bot \). We also use the notation \( X^i x = X^i y \) as an abbreviation for the formula \( X^i(x = X^j y) \) (assuming without any loss of generality that \( i \leq j \)). Given a set of temporal operators \( \mathcal{O} \) definable from those in \( \{X, X^{-1}, S, U\} \) and a natural number \( k \geq 0 \), we write CLTL\(^X_F\)\((\mathcal{O})\) to denote the fragment of CLTL\(^X_F\) restricted to formulae with temporal operators from \( \mathcal{O} \) and with at most \( k \) variables.

The finitary [resp. infinitary] satisfiability problem for CLTL\(^X_F\) is to check for a given CLTL\(^X_F\) formula \( \phi \), whether there exists a finite [resp. infinite] model \( \sigma \) such that \( \sigma \models \phi \). It is known that finitary satisfiability for LTL can be easily reduced in logarithmic space to infinitary satisfiability by introducing an additional propositional variable \( p \) and by requiring that \( p U \neg p \) holds true. In that way, there is a prefix of the model such that \( p \) holds true at every state of a prefix and \( p \) does not hold
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On the complement suffix. The same principle does not apply for reducing finitary satisfiability for CLTL\(^{\mathcal{X}F}\) to infinitary satisfiability, even if we introduce additional variables in order to simulate a propositional variable. Indeed, for an atomic formula of the form \(x = \mathcal{X}F y\) we cannot enforce a future value of \(y\) that satisfies the equality constraint to occur before a given position. For this reason, we will address the two problems separately in the sequel.

As far as expressiveness is concerned, we note that the constraint ‘the value of \(x\) differs from some future value of \(y\)’, denoted \(\mathcal{X}\mathcal{D}iff\ \mathcal{X}F y\), can be expressed in CLTL\(^{\mathcal{X}F}\):

\[
x \mathcal{D}iff\ \mathcal{X}F y \Leftrightarrow (\neg (x = \mathcal{X}y) \wedge \mathcal{X} \top) \lor ((x = \mathcal{X}y) \wedge (y = \mathcal{X}y) \cup (\neg (y = \mathcal{X}y) \wedge \mathcal{X} \top)).
\]

(2.1)

With infinite models, the conjunct \(\mathcal{X} \top\), stating the existence of a next position in the model, can be deleted. The constraint \(\mathcal{X}\mathcal{D}iff\ \mathcal{X}F y\) is different from the constraint \(\neg (x = \mathcal{X}F y)\) which means that \(x\) is different from all future values of \(y\). Constraints of the form \(x = \mathcal{X}^{-i} y\) can also be expressed in the language using the equivalence \(x = \mathcal{X}^{-i} y \Leftrightarrow \mathcal{X}^{-i} \top \wedge \mathcal{X}^{-i} (y = \mathcal{X}^{i} x)\). Similarly, CLTL\(^{\mathcal{X}F}\) can express that a variable \(x\) is a ‘nonce’ by the formula \(\mathcal{G} \neg (x = \mathcal{X}F x)\). The formula below states a valid property when \(x\) and \(y\) are nonces:

\[
(\mathcal{G} \neg (x = \mathcal{X}F x) \land \mathcal{G} \neg (y = \mathcal{X}F y)) \Rightarrow \mathcal{G}(x = y \Rightarrow \neg (x = \mathcal{X}F y)).
\]

Other properties witnessing the high expressive power of CLTL\(^{\mathcal{X}F}\) can be found in [27, Section 3] on systems of pebbles evolving in time.

Lemma 1

The satisfiability problems for CLTL\(^{\mathcal{X}F}\) is PSPACE-hard even restricted to one variable.

Propositional variables can be simulated by atomic formulae of the form \(x = \mathcal{X}t\) where \(x\) is a fresh variable dedicated only to this purpose. PSPACE-hardness is then a direct consequence of the PSPACE-hardness of the satisfiability problem for LTL. This result holds also for the one-variable fragment since the one variable fragment of LTL is PSPACE-complete (see [12]).

2.2 Known extensions of CLTL\(^{\mathcal{X}F}\)

In [11], the authors introduced the logic CLTL\(^{\mathcal{X}F}\)(\(\mathbb{N}, =\)) that subsumes CLTL\(^{\mathcal{X}F}\). This logic includes a freeze operator (denoted by \(\downarrow\)) allowing to store values in register variables. In order to compare the different fragments of this logic with CLTL\(^{\mathcal{X}F}\), we define below the logic CLTL\(^{\mathcal{X}F}\) whose definition is equivalent to CLTL\(^{\mathcal{X}F}\)(\(\mathbb{N}, =\)). Let \(\text{VAR}\) be a countably infinite set of variables and \(\text{REG} = \{r_1, r_2, \ldots\}\) a countably infinite set of registers. The formulae of CLTL\(^{\mathcal{X}F}\) are defined by

\[
\phi ::= r = x | \downarrow_{r = x} \phi | \phi \land \phi | \neg \phi | \mathcal{X} \phi | \phi \mathcal{U} \phi | \mathcal{X}^{-1} \phi | \phi \mathcal{S} \phi
\]

where \(r \in \text{REG}\) and \(x \in \text{VAR}\). The satisfaction relation \(\models\) is parameterized by a register assignment \(\rho: \text{REG} \rightarrow \mathbb{N}\) and we have:

\[
\begin{align*}
&\sigma, i \models_\rho \downarrow_{r = x} \phi \iff \sigma, i \models_{\rho[r \mapsto \sigma(i)(x)]} \phi \\
&\sigma, i \models_\rho r = x \iff \rho(r) = \sigma(i)(x)
\end{align*}
\]

where \(\rho[r \mapsto \sigma(i)(x)]\) is the valuation that associates \(\sigma(i)(x)\) to \(r\) and \(\rho(r')\) to every variable \(r' \neq r\). The remaining cases are similar to CLTL\(^{\mathcal{X}F}\). We write CLTL\(^{\mathcal{X}F}\)(\(k, k'\)) to denote the fragment of CLTL\(^{\mathcal{X}F}\) restricted to the temporal operators from \(\mathcal{O}\) with at most \(k\) variables and \(k'\) registers. Satisfiability
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problems for $\text{CLTL}^\downarrow$ are defined as those for $\text{CLTL}^{XF}$ except that we require that in formulae every occurrence of $r = x$ is in the scope of a subformula of the form $\downarrow_{r=y}$ (no free occurrences of registers).

The logic $\text{CLTL}^{XF}$ is a fragment of $\text{CLTL}^\downarrow_{(0,1)}(O)$ since the atomic constraints $x = X^i y$ and $x = X^F y$ can be rewritten equivalently into $\downarrow_{r=y} X^i(r=y)$ and $\downarrow_{r=y} X^F(r=y)$, respectively. Like $\text{CLTL}^\downarrow$, the logic $\text{CLTL}^{XF}$ contains past-time operators and negation can be used without any restriction. It has been shown that infinitary satisfiability for safety $\text{CLTL}^\downarrow_{(1,1)}(X)$ is $\text{EXPSPACE}$-complete [25] and $\Pi_1^0$-complete for full $\text{CLTL}^\downarrow_{(1,1)}(X)$. Finitary and infinitary satisfiability for flat $\text{CLTL}^\downarrow$ are $\text{PSPACE}$-complete [10].

By contrast, in this article we show that finitary and infinitary satisfiability for $\text{CLTL}^{XF}$ (with full past-time temporal operators) are decidable problems.

3 Decidability by reductions into data logics

In this section, we show how $\text{CLTL}^{XF}$ and some of its fragments can be decided by translation into decidable logics from [3, 4, 9].

3.1 Decidable fragments for finitary satisfiability

By taking advantage of [9, 11], it is already possible to establish decidability of finitary satisfiability for strict fragments of $\text{CLTL}^{XF}$.

THEOREM 1

(I) Finitary satisfiability for $\text{CLTL}^{XF}(X, U)$ is decidable.

(II) Finitary satisfiability for $\text{CLTL}^{XF}(X, X^{-1}, F, F^{-1})$ is decidable.

PROOF.

(I) Finitary satisfiability for $\text{CLTL}^{XF}(X, U)$ can be reduced to finitary satisfiability for $\text{CLTL}^\downarrow_{(0,1)}(X, U)$ by expressing every atomic constraint using the freeze operator (see above). By [11, Proposition 4], from every formula in $\text{CLTL}^\downarrow_{(0,1)}(X, U)$, we can build an equivalent formula using the same number of registers but with a unique variable. So we can reduce the problem to finitary satisfiability for $\text{CLTL}^\downarrow_{(1,1)}(X, U)$ that is decidable by [9, Corollary 13].

(II) Let $\phi$ be a $\text{CLTL}^{XF}(X, X^{-1}, F, F^{-1})$ formula built over variables in $\{x_1, \ldots, x_l\}$ and $l$ be the maximal $i$ such that a term of the form $X^i x$ occurs in $\phi$. This formula is equivalent to a formula in $\text{CLTL}^\downarrow_{(0,1)}(X, X^{-1}, F, F^{-1})$ by using the following equivalences

\[
\begin{align*}
\text{(X)} & \quad x = X^i y \Leftrightarrow \downarrow_{r=x} X^i(r=y) \\
\text{(XF)} & \quad x = X^F y \Leftrightarrow \downarrow_{r=x} X^F(r=y)
\end{align*}
\]
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Let \( N = 3k(l+1) \) and \( \mathcal{O}_N \) be the set of temporal operators below:

\[
\mathcal{O}_N = \{ X, X^2, \ldots, X^N, X^{N+1}, F, X^{-1}, X^{-2}, \ldots, X^{-N}, X^{-(N+1)}, F^{-1} \}.
\]

Using a proof technique from [8], we build a formula \( \phi' \) in the simple fragment of \( \text{CLTL}^\downarrow_{(1,1)}(\mathcal{O}_N) \) such that \( \phi \) is satisfiable iff \( \phi' \) is. The formulae in the simple fragment of \( \text{CLTL}^\downarrow_{(1,1)}(\mathcal{O}_N) \) satisfy the property that every occurrence of a temporal operator \( O \in \mathcal{O}_N \) is in the direct scope of a freeze operator and there are no other occurrences of the freeze operator. Finitary satisfiability for the simple fragment of \( \text{CLTL}^\downarrow_{(1,1)}(\mathcal{O}_N) \) is decidable (see [3] and [9]).

The idea is to encode one state from a \( k \)-variable model into \( 3k \) states in a 1-variable model. Only one state over three encodes a value from the original model. Intermediate states are used to know when a sequence of \( 3k \) states corresponds to a state in the \( k \)-variable model. For instance, the 2-variable model below

\[
\begin{pmatrix}
y_1^0 \\
y_2^0 \\
y_1^1 \\
y_2^1 \\
\end{pmatrix}
\]

is encoded as the 1-variable model

\[
\begin{pmatrix}
y_1^0 = o \\
y_2^0 \neq o \\
y_2^1 \neq o = o \\
y_1^1 \neq o = o \\
y_1^1 \neq o = o \\
\end{pmatrix}
\]

where \( o \) denotes arbitrary values satisfying the mentioned relations with its neighbours (each occurrence of \( o \) corresponds to a possibly distinct value). These values always exist because the interpretation domain \( \mathbb{N} \) is infinite. The beginning of the encoding of some state from the 2-variable model satisfies that two consecutive values of \( x \) in the 1-variable model are identical. More generally, in the 1-variable model, \( x = X_t \) holds true exactly when the current position starts the encoding of a position in the \( k \)-variable model. The value for \( X^i x_j \) in the \( k \)-variable model is done via the term \( X^{3k+3l-1} x \). We can impose that \( x = X_t \) every \( 3k \) states and the length of the model is a multiple of \( 3k \) by using the CLTL \( XF \) formula below:

\[
\phi_{3k} \overset{def}{=} (x = X_t) \land \bigwedge_{0 < i < 3k} X^i (x \neq X_t) \land G((x = X_t) \land \bigwedge_{0 < i < 3k} X^i (x \neq X_t)) \Rightarrow X^{3k+1} (x = X_t) \land G((x = X_t) \land \bigwedge_{0 < i < 3k} X^i (x \neq X_t)) \Rightarrow X^{3k+1} (x = X_t)
\]

which is equivalent to the following CLTL \( \downarrow \) formula (using the equivalence (X))

\[
\downarrow r \equiv X(r = x) \land \bigwedge_{0 < i < 3k} X^i (r \neq x) \land \neg F((\downarrow r \equiv X(r = x) \land X^{3k+1} (r = x)) \land X^{3k} (r \neq x)) \land \neg F((\downarrow r \equiv X(r = x) \land X^{3k+1} (r = x))) \land X^{3k} (r \neq x) \land (\bigvee_{0 < i < 3k} \neg X^i (r = x))
\]

This latter formula can be expressed in the simple fragment using the equivalence rules below

\[ (*) \quad F\phi \Leftrightarrow [\phi] \lor X\phi \lor \ldots \lor X^N \phi \lor X^{N+1} F\phi \]  
 (and similarly with \( F^{-1} \)).
We can see that these formulae have one register, one free variable and all the temporal operators over variables in \( X_F \) (every model).

Since most of the cases are obvious, we develop below only the cases \((X)\) and \((XF)\).

\[ (X) \quad f(x_m = X(x_n)) \iff \downarrow_{r=x} X^{3k+3n-3m}(r = x) \]

\[ (XF) \quad f(XF(x_n)) \iff X^{3(k+3n-3m)}(r = x) \]

Now, we define a map \( f \) from the set of CLTL\(^X\) formulae into the set of CLTL\(^{1,1,1}(O_N)\) formulae as follows:

- \((X)\) \( f(x_m = X(x_n)) \iff \downarrow_{r=x} X^{3k+3n-3m}(r = x) \)
  - because \( x_m = X(x_n) \iff \downarrow_{r=x} X'(r = x_n) \).

- \((XF)\) \( f(x_m = XF(x_n)) \iff X^{3(k+3n-3m)}F((X^{-3(n-1)}(r = x)) \land (r = x)) \)
  - since \( x_m = XF(x_n) \iff \downarrow_{r=x} XF(r = x_n) \).

- \( f \) is homomorphic for the Boolean operators,
  - \( f(\psi) = X^k f(\psi) \),
  - \( f(\psi \land \phi) = X^k f(\psi) \land X^k f(\phi) \),
  - \( f(\psi \lor \phi) = X^k f(\psi) \lor X^k f(\phi) \),
  - \( f(\neg \psi) = X^k \neg f(\psi) \).

Finally, we can prove that any formula obtained by applying the map \( f \) is equivalent to a formula in the simple fragment of CLTL\(^{1,1,1}(O_N)\). We proceed by induction on the structure of the formula.

Since most of the cases are obvious, we develop below only the cases \((X)\) and \((XF)\).

\[ (X) \quad \downarrow_{r=x} X^{3(m-1)}(r = x) \quad \Downarrow \quad \downarrow_{r=x} X^{3k+3n-3m}(r = x) \]

\[ (XF) \quad \downarrow_{r=x} X^{3(m-1)}F((X^{-3(n-1)})(r = x)) \quad \Downarrow \quad \downarrow_{r=x} X^{3(k+1+m)}F((X^{-3(n-1)})(r = x)) \]

We can see that these formulae have one register, one free variable and all the temporal operators are directly under the scope of a freeze quantifier. For the cases with temporal operators from \( O_N \) we need to use \((*)\) and \((***)\) in order to find an equivalent formula in the simple fragment of CLTL\(^{1,1,1}(O_N)\).

It remains to show that the formula \( \phi \) is satisfiable iff \( \phi_{3k} \land f(\phi) \) is satisfiable, say \( \phi \) is built over variables in \( \{x_1, \ldots, x_l\} \). Consider a sequence of integers \( \sigma_1 \) and a \( k \)-variable model \( \sigma_k : N \rightarrow \{\text{VAR} \rightarrow \{0\} \} \) defined by \( \sigma_k(i)(x_j) = \sigma_1(3ik + 3(i-1))(x_j) \) for every \( i \in \mathbb{N} \) and \( x_j \in \text{VAR} \). Note that for every model \( \sigma_k \) the corresponding sequence \( \sigma_1 \) such that for all \( i \in \mathbb{N} \) and \( j \in \{1, \ldots, k\} \), we have \( \sigma_k(i)(x_j) = \sigma_1(3ik + 3(i-1))(x_j) \) and \( \sigma_1 \models \phi_{3k} \) can be built since the interpretation domain \( \mathbb{N} \) contains enough distinct values to satisfy \( \phi_{3k} \). So, we suppose without any loss of generality that \( \sigma_1 \models \phi_{3k} \).

We can show by induction on the structure of \( \phi \) that for all \( i \in \mathbb{N} \) we have \( \sigma_1, 3ik \models \phi_{3k} \land f(\phi) \) iff \( \sigma_k, i \models \phi \).

- If \( \phi \) is of the form \( (x_m = X(x_n)) \) with \( j > 0 \) then \( \phi_{3k} \land f(\phi) \) is equivalent to the formula \( \phi_{3k} \land X^{3(m-1)} \downarrow_{r=x} X^{3k+3n-3m}(r = x) \). Thus, this property is satisfied since for every \( i \in \mathbb{N} \) we have \( \sigma(I(3ik + 3(i-1))(x)) = \sigma(I(3ik + 3(m-1))(x)) \) iff \( \sigma_k(i)(x_m) = \sigma_k(i)(x_n) \).

- If \( \phi \) is of the form \( (x_m = XF(x_n)) \) then \( \phi_{3k} \land f(\phi) \) is equivalent to the formula \( \phi_{3k} \land X^{3(m-1)} \downarrow_{r=x} X^{3k+3n-3m}(r = x) \). Suppose that we have \( \sigma_1, 3ik \models \phi_{3k} \land f(\phi) \). By \( \phi_{3k} \), for every \( i \in \mathbb{N} \) there is a position \( j > 3k \) verifying \( \sigma_1(j)(x) = \sigma_1(j+1)(x) \) iff \( j = 3k' \) for every \( k' \in \mathbb{N} \). Moreover, if \( \sigma_1, 3ik \models \phi_{3k} \land f(\phi) \) then \( \sigma_1(3ik + 3(m-1))(x) = \sigma_1(3(i+j')(k + 3(m-1))(x)) \). This means that we have \( \sigma_k(i)(x_m) = \sigma_k(i+j')(x_n) \) and so \( \sigma_k \models \phi \).
We now show that decidability for CLTL$^X_F$ can be established by translation into the logic FO$^2(\sim,+,\omega)$ introduced in [3]. Formulae of the logic FO$^2(\sim,+,1)$ [3] where $\Sigma$ is a finite alphabet are defined as follows:

$$\phi ::= a(\sigma) \mid x \sim y \mid x < y \mid x = y + 1 \mid \neg \phi \mid \phi \land \phi \mid \exists x \phi$$

where $a \in \Sigma$ and $x, y$ range over a countably infinite set $\text{VAR}'$ of variables. We write FO$(\sim,+,1)$ to denote FO$^2(\sim,+,1)$ for some unspecified finite alphabet $\Sigma$. Models for FO$^2(\sim,+,1)$ are (finite or infinite) sequences of pairs from $\mathbb{N} \times \Sigma$, also known as data words in [3]. Equivalently, they are models for CLTL$^X_F$ (restriction to a unique flexible variable) in which each position is augmented by a letter from $\Sigma$. By the way, in [22], decidable logics over multi-attribute data words are investigated. A variable valuation $\sigma$ for a model $\sigma$ is a map from $\text{VAR}'$ to the indices of $\sigma$. We write $\mathbb{N}(x)$ to denote the natural number in the pair $\sigma(\mathbb{N}(x))$ (the ‘datum’) and $\Sigma(x)$ to denote its letter (the ‘label’). The satisfaction relation $\models$ is defined as follows (Boolean clauses are omitted):

$$\sigma \models_v a(\sigma) \iff \Sigma(\sigma) = a$$
$$\sigma \models_v x \sim y \iff \mathbb{N}(x) = \mathbb{N}(y)$$
$$\sigma \models_v x < y \iff \mathbb{v}(x) < \mathbb{v}(y)$$
$$\sigma \models_v x = y + 1 \iff \mathbb{v}(x) = \mathbb{v}(y) + 1$$
$$\sigma \models_v \exists x \phi \iff \text{there is } i < |\sigma| \text{ such that } \sigma \models_{\mathbb{v}[x \mapsto i]} \phi$$

Here $\mathbb{v}[x \mapsto i]$ denotes the variable valuation equal to $\mathbb{v}$ except that the variable $x$ is mapped to the position $i$. In the sequel, we omit the subscript ‘$v$’ in $\models_v$ when sentences (formulae with no free occurrences of variables) are involved.

In the sequel, we consider the two following variant logics:

- $\text{FO}^2_\Sigma(\sim,+,1)$ is defined as the fragment of $\text{FO}^2(\sim,+,1)$ restricted to two variables, say $x_0$ and $x_1$.
- $\text{FO}^2_\Sigma(\sim,+,\omega)$ is defined as the extension of $\text{FO}^2_\Sigma(\sim,+,1)$ by replacing the atomic formulae of the form $x_i = x_j + 1$ by $x_i = x_j + k$ for $k \in \mathbb{N}$ (with the obvious semantics).

The finitary [resp. infinitary] satisfiability problem for $\text{FO}^2_\Sigma(\sim,+,\omega)$ is to check whether a sentence from $\text{FO}^2_\Sigma(\sim,+,\omega)$ has a finite [resp. infinite] model.

**THEOREM 2 ([3, 4])**
The finitary and infinitary satisfiability problems for $\text{FO}^2(\sim,+,\omega)$ are decidable.

In order to be precise, what is formally shown in [3] is that the finitary satisfiability problem for $\text{FO}^2(\sim,+,\omega)$ and the infinitary satisfiability problem for $\text{FO}^2(\sim,+,1)$ are decidable. However,
We shall effectively build a formula \( \psi \) (datum at position zero can encode a value for each variable in \( \{x_1, \ldots, x_k\} \)). To express with only two individual variables that a valuation for formulae into monadic second-order logic (via Büchi automata for instance). The main difficulty is that a Boolean connective or a temporal connective are completely standard from the encoding of LTL are infinite:

\[ \phi \psi \]

It is worth observing that in the above formulae we intensively recycle variables. It remains to define a model can be encoded as

\[ \{x_k \mid k \in \mathbb{N}\} \]

in [3]. Then, non-emptiness for Büchi bag automata is reduced to reachability for Petri nets (or equivalently for Vector Addition Systems with States—VASS).

Let us now show how the infinitary satisfiability problem for CLTL\( ^X_F \) is reduced to the infinitary satisfiability problem for FO2(\( ~, <, +\omega \)). Let \( \phi \) be a formula in CLTL\( ^X_F \) built over the variables in \( \{x_1, \ldots, x_k\} \). The finite alphabet \( \Sigma_\phi \) is defined as the set of subsets of subformulae of \( \phi \) augmented with the dummy value \( \# \). For each subformula \( \psi \), we shall write \( \psi(x) \) instead of

\[ \bigvee_{\psi \in \mathcal{L}, a \in \Sigma_\phi} a(x). \]

We shall effectively build a formula \( \phi' \) in FO2\( ^\Sigma_\phi(\sim, <, +\omega) \) such that \( \phi \) is satisfiable iff \( \phi' \) is. For each subformula \( \psi \), we define a formula \( \varphi_\psi \) and \( \phi' \) will be precisely

\[ \varphi_{k+1} \land \exists x_0 (x_0 = 0 \land \phi(x_0)) \land \bigwedge_{\psi \in \text{sub}(\phi)} \psi. \]

In the above formula, \( x_0 = 0 \) is an abbreviation for \( \neg(\exists x_1 \ldots x_{1-i} x_i < x_{i-1}) \). The formula \( \varphi_{k+1} \) states that the set of positions with datum equal to the datum at position zero is precisely the set of positions that are multiples of \( k+1 \). \( \varphi_{k+1} \) can be expressed in FO2\( ^\Sigma_\phi(\sim, <, +\omega) \) as follows (when the models are infinite):

\[ \exists x_0 x_0 = 0 \land \left( \forall x_1 (x_1 \sim x_0 \land x_1 \neq 0) \Rightarrow \exists x_0 x_0 + (k + 1) = x_1 \land x_0 \sim x_1 \right) \land \left( \forall x_1 x_1 \sim x_0 \Rightarrow \exists x_0 ((x_0 = x_1 + (k + 1) \land x_0 \sim x_1) \land (\forall x_1 x_1 \sim x_0 \Rightarrow \neg \#(x_0))) \right) \]

In models satisfying \( \varphi_{k+1} \), \( k+1 \) consecutive positions starting at a position with datum equal to the datum at position zero can encode a value for each variable in \( \{x_1, \ldots, x_k\} \). Note also that only the labels at a position with datum equal to the datum at position zero are meaningful: the others have the dummy value. Below, we write \( x_i \sim 0 \) as an abbreviation for \( \exists x_i (x_i < x_{i-1}) \land x_{i-1} \sim x_i \). It is worth observing that in the above formulae we intensively recycle variables. It remains to define \( \varphi_\psi \) by a case analysis on \( \psi \) as shown below. The definitions for formulae with outermost connective a Boolean connective or a temporal connective are completely standard from the encoding of LTL formulae into monadic second-order logic (via Büchi automata for instance). The main difficulty is to express with only two individual variables that a valuation for \( k \) flexible variables from a CLTL\( ^X_F \) model can be encoded as \( k+1 \) successive positions in FO2(\( \sim, <, +\omega \)) models.

\[ (\psi = \neg \psi') \]

\[ \varphi_{\psi'} = \forall x_0 \psi(x_0) \Leftrightarrow (x_0 \sim 0 \land \neg (\psi'(x_0))) \]

\[ (\psi = \psi_1 \land \psi_2) \]

\[ \varphi_{\psi} = \forall x_0 \psi(x_0) \Leftrightarrow (x_0 \sim 0 \land (\psi_1(x_0) \land \psi_2(x_0))) \]

\[ (\psi = X \psi') \]

\[ \varphi_{\psi} = \forall x_0 \psi(x_0) \Leftrightarrow (x_0 \sim 0 \land \exists x_1 x_1 = x_0 + (k + 1) \land \psi'(x_1)) \]
We omit the definitions for the subformulae of the form $\phi_{\sigma}$, in CLTL $\text{X}$.

Proof above has an infinite [resp. finite] model.

We define the following lemma for the subformulae of the form $X^{-1}\psi'$ and $\psi_1S\psi_2$ since they can easily be deduced from the above ones.

For the finitary case, we have to guarantee that the length of models is a multiple of $k+1$. So, $\phi_{k+1}$ is replaced by the formula below:

\[ \exists x_0 \ x_0=0 \land [ (\forall x_1 (x_1 \sim x_0 \land x_1 \neq 0) \Rightarrow \exists x_1 x_0 + (k+1) = x_1 \land x_0 \sim x_1 ) \land \\
(\forall x_1 (x_1 \sim x_0 \Rightarrow \exists x_1 x_0 + k = x_0 ) \land \\
(\forall x_1 (x_1 \sim x_0 \land x_1 + (k+1) = x_0 ) \Rightarrow \exists x_0 x_0 = x_1 + (k+1) \land x_0 \sim x_1 ) \\
\wedge (\forall x_1 x_1 \sim x_0 \Rightarrow \lnot \phi(x)) ] \]

**Lemma 2**

For every formula $\phi$ in CLTL $\text{X}$, $\phi$ has an infinite [resp. finite] model iff $\phi'$ in FO2($\sim$, $<$, $\omega$) defined above has an infinite [resp. finite] model.

**Proof.** We treat below the infinitary case, the finitary case being very similar. Let $\phi$ be a formula in CLTL $\text{X}$ built over the variables $\{x_1, \ldots, x_k\}$ and $\sigma : \mathbb{N} \rightarrow \{x_1, \ldots, x_k\} \rightarrow \mathbb{N}$ be a model such that $\sigma(0) \models \phi$. Without any loss of generality we can assume that for $i \in \mathbb{N}$ and $j \in \{1, \ldots, k\}$, $\sigma(i)(x_j) \neq 0$ (otherwise one increments each variable value by 1 which does not affect the satisfiability status of any subformulae).

We build a model $\sigma'$ for FO2$^{\Sigma}$($\sim$, $<$, $\omega$) formulae as follows:

- For $i \in \mathbb{N}$ such that $i \neq 0 [k+1]$, the $i$th position of $\sigma'$ has label $\not\in$.
- For $i \in \mathbb{N}$, the $i(k+1)$th position of $\sigma'$ has label $[ \psi \in \text{sub}(\phi) : \sigma, i \models \psi ]$ and data value 0.
- For $i \in \mathbb{N}$ and $j \in \{1, \ldots, k\}$, the $i(k+1)$th position of $\sigma'$ has data value $\sigma(i)(x_j)$.

Observe that obviously $\sigma' \models \phi_{k+1}$. Moreover, by structural induction, one can show that for any subformula $\psi$ of $\phi$ and $i \in \mathbb{N}$, we have $\sigma, i \models \psi$ iff the label of the $i(k+1)$th position contains the subformula $\psi$. Consequently, $\sigma' \models \wedge_{\psi \in \text{sub}(\phi)} \psi \psi$. Since $\sigma, 0 \models \phi$, we also get $\sigma \models \exists x_0 x_0 = 0 \land \phi(x_0)$. Hence $\sigma' \models \phi'$.

Now suppose that $\sigma'$ is a model for FO2$^{\Sigma}$($\sim$, $<$, $\omega$) such that $\sigma' \models \phi'$. We build a model $\sigma$ for CLTL $\text{X}$ formulae as follows: for $i \in \mathbb{N}$ and $j \in \{1, \ldots, k\}$, $\sigma(i)(x_j)$ is equal to the data value at the $i(k+1)$th position of $\sigma'$. Similarly, by structural induction, one can show that for any subformula $\psi$ of $\phi$ and $i \in \mathbb{N}$, we have $\sigma, i \models \psi$ iff the label at the $i(k+1)$th position of $\sigma'$ contains the subformula $\psi$. Consequently, since $\sigma' \models \exists x_0 x_0 = 0 \land \phi(x_0)$, we obtain $\sigma \models \phi$. \hfill \blacksquare

**Corollary 1**

The finitary and infinitary satisfiability problems for CLTL $\text{X}$ are decidable.
4 Automata-based approach with symbolic models

In this section, we explain how satisfiability can be solved using symbolic models which are abstractions of concrete CLTL$_{XF}$ models. We describe here the outline of our automata-based approach, and consider the technical details in Sections 5–7. We will treat the case of infinite models first, and then provide the main modifications needed for dealing with the case of finite models.

4.1 Symbolic models

Let $\phi$ be a CLTL$_{XF}$ formula built over variables in $\{x_1, \ldots, x_k\}$. Let $l$ be the maximal $i$ such that a term of the form $X^i x$ occurs in $\phi$. The value $l$ is called the $X$-length of $\phi$. In order to define the set of atomic formulae used in our symbolic models we introduce the set of constraints $\Omega_k^l$ that contains constraints of the form either $X^i x = X^j y$ or $X^i (x = X^j y)$ with $x, y \in \{x_1, \ldots, x_k\}$ and $i, j \in \{0, \ldots, l\}$. We show here that models can be abstracted by sequences of ‘frames’ which are subsets of $\Omega_k^l$

For infinite models, we define an $(l, k)$-frame to be a set of constraints $fr \subseteq \Omega_k^l$ that is maximally consistent in that it satisfies the conditions below:

(F1) For all $i \in \{0, \ldots, l\}$ and $x \in \{x_1, \ldots, x_k\}$, $X^i x = X^i x \in fr$.

(F2) For all $i, j \in \{0, \ldots, l\}$ and $x, y \in \{x_1, \ldots, x_k\}$, $X^i x = X^j y \in fr$ iff $X^i y = X^i x \in fr$.

(F3) For all $i, j, j' \in \{0, \ldots, l\}$ and $x, y, z \in \{x_1, \ldots, x_k\}$, if $\{X^i x = X^j y, X^j y = X^{j'} z\} \subseteq fr$ then $X^i x = X^{j'} z \in fr$.

(F4) For all $i, j \in \{0, \ldots, l\}$ and $x, y \in \{x_1, \ldots, x_k\}$ such that $X^i x = X^j y \in fr$:

- if $i = j$, then for every $z \in \{x_1, \ldots, x_k\}$ we have $X^i (x = X^j z) \in fr$ iff $X^j (y = X^j z) \in fr$;
- if $i < j$ then $X^i (x = X^j y) \in fr$, and for $z \in \{x_1, \ldots, x_k\}$, $X^i (x = X^j z) \in fr$ iff either $X^j (y = X^j z) \in fr$ or there exists $i < j' \leq j$ such that $X^i x = X^{j'} y \in fr$.

Conditions (F1)–(F3) simply encode that equality is an equivalence relation while condition (F4) states a consistency property related to repetition constraints. We denote by $F_{\text{frame}}^l_k$ the set of $(l, k)$-frames. We say that a model $\sigma$ satisfies a frame $fr$ at position $i$ (denoted $\sigma, i \models fr$) iff $\sigma, i \models \varphi$ for every constraint $\varphi$ in $fr$. A frame is therefore a finite set of constraints about $l + 1$ consecutive positions.

An $(l, k)$-frame $fr$ can be represented as an annotated undirected graph $G_{fr}$ which has vertices $(x, i)$ for $x \in \{x_1, \ldots, x_k\}$ and $i \in \{0, \ldots, l\}$, and an edge between $(x, i)$ and $(y, j)$ iff the constraint $X^i x = X^j y$ belongs to $fr$. Each vertex $(x, i)$ in the graph is annotated with an ‘open’ arc labelled by the set of future obligations (i.e. repetition constraints) $XF_{fr}(x, i)$ for that vertex, which is defined by

$$XF_{fr}(x, i) = \{y | X^i (x = X^j y) \in fr\}.$$

The level of a node $(x, i)$ in $fr$ is defined to be $i$, and the equivalence class of $x$ at level $i$ in $fr$ is defined to be

$$[(x, i)]_{fr} = \{y | X^i x = X^j y \in fr\}.$$

Figure 1 presents an example of (2,3)-frame over the set $\{x, y, z\}$. Some edges obtained by transitivity are omitted for the sake of clarity.

A pair of $(l, k)$-frames $(fr, fr')$ is said to be one-step consistent iff

(OSC1) for all $X^i x = X^j y \in \Omega_k^l$ with $0 < i, j$, we have $X^i x = X^j y \in fr$ iff $X^{i-1} x = X^{j-1} y \in fr'$,

(OSC2) for all $X^i (x = X^j y) \in \Omega_k^l$ with $i > 0$, we have $X^i (x = X^j y) \in fr$ iff $X^{i-1} (x = X^j y) \in fr'$. 
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Figure 1. Example of (2,3)-frame graph, concrete model σ and its induced (2,3)-frame graph $G_\rho$.

An (infinite) $(l,k)$-symbolic model is an infinite sequence $\rho$ of $(l,k)$-frames such that for every $i \in \mathbb{N}$, the pair $(\rho(i), \rho(i+1))$ is one-step consistent. We say a model $\sigma$ realizes a symbolic model $\rho$ (or equivalently that $\rho$ admits a model $\sigma$) iff for every $i \in \mathbb{N}$, we have $\rho(i) = [\psi \in \Omega_k^i \mid \sigma, i \models \psi]$.

An $(l,k)$-symbolic model $\rho$ can also be represented as an annotated graph $G_\rho$ as done for $(l,k)$-frames. Thus the vertices of $G_\rho$ are of the form $(x,i)$ and $(y,j)$ with $0 \leq j - i \leq l$ iff there is an edge between $(x,0)$ and $(y,j-i)$ in the frame graph $G_{\rho(i)}$. The annotations for future obligations are added similarly. We say the level of a node $(x,i)$ in $G_\rho$ is $i$. The notations for future obligations and equivalence classes in symbolic models are extended as following:

$$XF_\rho(x,i) = XF_{\rho(i)}(x,0) \quad \text{and} \quad [(x,i)]_\rho = [(x,0)]_{\rho(i)}.$$  

Figure 1 shows the initial portion of the graph representation of a (2,3)-symbolic model $\rho$.

A path $p$ in $G_\rho$ is a (finite or infinite) sequence of vertices $v_0,v_1,\ldots$ in $G_\rho$ such that for each $i$, the vertices $v_i$ and $v_{i+1}$ are connected by an edge in $G_\rho$. A forward (or level-increasing) path is a path $v_0,v_1,\ldots$ such that for each $i$, the level of $v_{i+1}$ is strictly greater than the level of $v_i$.

Let us define the symbolic satisfaction relation $\rho,i \models_{\text{symb}} \phi$ where $\phi$ is a formula of $X$-length at most $l$, $\rho$ is an $(l,k)$-symbolic model and $i < |\rho|$. The relation $\models_{\text{symb}}$ is defined in the same way as $\models$ for CLTL$^X$, except that for atomic formulae $\psi$ we have:

$$\rho,i \models_{\text{symb}} \psi \iff \varphi \in \rho(i).$$

We can now make an observation that plays a central role in our symbolic approach.

**Lemma 3**

A CLTL$^X$ formula $\phi$ of $X$-length $l$ over the variables $\{x_1,\ldots,x_k\}$ is satisfiable over infinite models iff there exists an infinite $(l,k)$-symbolic model $\rho$ such that $\rho \models_{\text{symb}} \phi$ and $\rho$ admits a model (i.e. $\rho$ is realizable).

**Proof.** Suppose that a CLTL$^X$ formula $\phi$ is satisfied by an infinite model $\sigma$. Now $\sigma$ induces a natural symbolic model $\rho$ given by $\rho(i) = [\psi \in \Omega_k^i \mid \sigma, i \models \psi]$. It is easy to see that $\rho$ satisfies the one-step consistency property. By definition of the symbolic satisfaction relation $\sigma, i \models \psi$ iff $\rho, i \models_{\text{symb}} \psi$ for every atomic constraint $\psi$ of $\phi$. It then follows by induction on the structure of $\phi$ that $\rho \models_{\text{symb}} \phi$ since the symbolic satisfaction relation differs from CLTL$^X$ satisfaction relation only at the atomic level.

Conversely, suppose that there is a realizable symbolic model $\rho$ such that $\rho \models_{\text{symb}} \phi$. Since $\rho$ is realizable, let $\sigma$ be an infinite model admitted by $\rho$. Thus, for every $i \in \mathbb{N}$, we have that $\rho(i)$ is exactly the set of atomic constraints in $\Omega_k^i$ satisfied by $\sigma$ at position $i$. So for every atomic constraint $\psi$ of
\[ \phi \] we again have that \( \rho, i \models_{\text{symb}} \psi \) iff \( \sigma, i \models \psi \). Once again, we can now proceed by induction on the structure of \( \phi \) to show that \( \sigma \models \phi \). 

### 4.2 Automata for symbolic models

We can now outline our automata-based decision procedure for infinitary satisfiability of CLTL\(^{XF}\).

This approach is similar to the automata-theoretic approach for LTL defined in [35], and for constraint LTL in [5]. Given a CLTL\(^{XF}\) formula \( \phi \), we will construct an automaton \( A_{\phi} \) whose language is non-empty iff \( \phi \) is satisfiable. The automaton \( A_{\phi} \) will be a special kind of counter automaton with a generalized Büchi acceptance condition, whose non-emptiness problem is decidable.

Let \( \phi \) be a CLTL\(^{XF}\) formula of \( X \)-length \( l \), over the variables \( \{x_1, \ldots, x_{\ell}\} \). We exploit Lemma 3, to define \( A_{\phi} \) as an automaton over the alphabet \( \text{Frame}_k \), that accepts the intersection of the languages accepted by the three automata \( A_{1sc}, A_{\text{symb}} \) and \( A_{\text{real}} \) described below:

- \( A_{1sc} \) recognizes the set of ‘valid’ symbolic models (i.e. sequences of frames such that every pair of consecutive frames is one-step consistent),
- \( A_{\text{symb}} \) recognizes the set of symbolic models satisfying \( \phi \),
- \( A_{\text{real}} \) recognizes the set of symbolic models that are realizable.

The automaton \( A_{1sc} \) is a Büchi automaton that checks that the sequence is one-step consistent. Formally, we build \( A_{1sc} = (Q, Q_0, F, \to) \) such that

- \( Q \) is the set of \( (l, k) \)-frames and \( Q_0 = Q \),
- the transition relation is defined by \( fr_1 \to fr_2 \) iff \( fr = fr_1 \) and the pair \( (fr_1, fr_2) \) is one-step consistent,
- the set of final states \( F \) is equal to \( Q \).

We define the generalized Büchi automaton \( A_{\text{symb}} \) by adapting the construction from [35] for LTL. We define \( cl(\phi) \) to be the standard closure of \( \phi \), namely the smallest set of formulae \( X \) that contains \( \phi \), is closed under subformulae, and satisfies the following conditions:

- If \( \psi \in X \) and \( \psi \) is not of the form \( \neg \psi_1 \) for some \( \psi_1 \), then \( \neg \psi \in X \).
- If \( \psi_1 \cup \psi_2 \in X \) then \( X(\psi_1 \cup \psi_2) \in X \).
- If \( \psi_1 \mathcal{S} \psi_2 \in X \) then \( X^{-1}(\psi_1 \mathcal{S} \psi_2) \in X \).

An atom of \( \phi \) is a subset \( At \) of \( cl(\phi) \) which is maximally consistent in that it satisfies the following conditions:

- For every \( \neg \psi \in cl(\phi) \), we have \( \neg \psi \in At \) iff \( \psi \notin At \).
- For every \( \psi_1 \lor \psi_2 \in cl(\phi) \), we have \( \psi_1 \lor \psi_2 \in At \) iff \( \psi_1 \) and \( \psi_2 \) are in \( At \).
- For every \( \psi_1 \land \psi_2 \in cl(\phi) \), we have \( \psi_1 \land \psi_2 \in At \) iff \( \psi_1 \) or \( \psi_2 \) is in \( At \).
- For every \( \psi_1 \mathcal{U} \psi_2 \in cl(\phi) \), we have \( \psi_1 \mathcal{U} \psi_2 \in At \) iff either \( \psi_2 \in At \) or both \( \psi_1 \) and \( X(\psi_1 \mathcal{U} \psi_2) \) are in \( At \).
- For every \( \psi_1 \mathcal{S} \psi_2 \in cl(\phi) \), we have \( \psi_1 \mathcal{S} \psi_2 \in At \) iff either \( \psi_2 \in At \) or both \( \psi_1 \) and \( X^{-1}(\psi_1 \mathcal{S} \psi_2) \) are in \( At \).

We denote by \( \text{Atom}(\phi) \) the set of atoms of \( \phi \).

We now define \( A_{\text{symb}} = (Q, Q_0, \to, \mathcal{F}) \) over the alphabet \( \text{Frame}_k \), where:

- \( Q = \text{Atom}(\phi) \) and \( Q_0 = \{At \in Q \mid \phi \in At, \ X^{-1} \top \notin At \} \).
Temporal logics of repeating values

- \( A' \sim r \rightarrow A' \) iff
  
  **(atomic)** The set of atomic constraints in \( A' \) is exactly \( r \), that is \( A' \cap \Omega_1 = r \).

  **(one step)** For every \( \psi \in c(l(\phi)) \), \( \psi \in A' \) iff \( \psi \in A' \), and for every \( X^{-1} \psi \in c(l(\phi)) \), \( \psi \in A' \) iff \( X^{-1} \psi \in A' \).

- Let \( \{ \psi_1 U \phi_1, \ldots, \psi_r U \phi_r \} \) be the set of until formulae in \( c(l(\phi)) \). We set \( \mathcal{F} = \{F_1, \ldots, F_r\} \) where for every \( i \in \{1, \ldots, r\} \), \( F_i = \{A \in Q : \psi_i U \phi_i \not\in A \text{ or } \phi_i \not\in A\} \). We recall that a run is accepting according to the generalized Büchi condition \( \{F_1, \ldots, F_r\} \) iff the run visits each \( F_i \) set infinitely often. A generalized Büchi condition can be easily converted to a standard Büchi condition.

We will need to dedicate the following sections to the construction of the automaton \( A_\text{real} \) recognizing the set of realizable symbolic models. But assuming we have this construction, we can state the following result as a direct consequence of Lemma 3.

**Theorem 3**
A CLTL\(^X\) formula \( \phi \) is satisfiable over infinite models iff the language recognized by \( A_\phi \) is non-empty.

An interesting feature of this automata-theoretic approach is the separation between the machinery for handling the carrier logic (namely temporal logic), and the logic of atomic constraints, by defining different automata to handle each part separately. This allows us to extend the decidability results to any extension of LTL that induces an \( \omega \)-regular class of models, by changing the definition of \( A_\text{symb} \) suitably.

### 4.3 Updates for treating finitary satisfiability

The symbolic approach can be easily adapted for finitary satisfiability. We briefly explain below the main modifications. First, we slightly change the definition of frames in order to add an information about the possibility to end the model before the end of the current window of length \( l + 1 \). This allows to handle also the particular case when the finite model has a length smaller than \( l + 1 \). The set of \((l, k)\) frames for the finite case will be denoted \( \Omega^f \), and is made up of pairs comprising a maximal consistent set of atomic constraints, along with some information about the last position of the model. This latter component is an element of \( \{0, \ldots, l\} \cup \{\text{nd}\} \) where \( \text{nd} \) means that the model does not end before the end of the frame. We have \( (fr, i) \in \Omega^f \) iff \( i = \text{nd} \) and \( fr \) satisfies the conditions (F1)–(F5) (from the infinitary case) or \( i \in \{0, \ldots, l\} \) and \( fr \subseteq \Omega_k \) satisfies the conditions below:

(F1) For all \( j \in \{0, \ldots, i\} \) and \( x \in \{x_1, \ldots, x_k\} \), \( X^j x = X^j x \in fr \).

(F2) For all \( j, j' \in \{0, \ldots, i\} \) and \( x, y \in \{x_1, \ldots, x_k\} \), \( X^j x = X^j y \in fr \) iff \( X^{j'} y = X^{j'} x \in fr \).

(F3) For all \( j, j', j'' \in \{0, \ldots, i\} \) and \( x, y, z \in \{x_1, \ldots, x_k\} \), \( X^j x = X^{j'} y, X^{j'} y = X^{j''} z \) \( \subseteq fr \) then \( X^{j''} z \in fr \).

(F4) For all \( j, j' \in \{0, \ldots, i\} \) and \( x, y \in \{x_1, \ldots, x_k\} \) such that \( X^j x = X^{j'} y \in fr \):

- if \( j = j' \), then for every \( z \in \{x_1, \ldots, x_k\} \) we have \( X^j (x = XF^j z) \in fr \) iff \( X^{j'} (y = XF^j z) \in fr \);
- if \( j < j' \) then \( X^j (x = XF^j y) \in fr \), and for \( z \in \{x_1, \ldots, x_k\} \), \( X^j (x = XF^j z) \in fr \) iff either \( X^{j'} (y = XF^j z) \in fr \) or there exists \( j < j' \leq j' \) such that \( X^j x = X^{j'} z \in fr \).

(F5) For every constraint \( X^j (x = XF y) \in fr \) such that \( j \in \{0, \ldots, i\} \) there is \( j < j' \leq i \) such that \( X^j x = X^{j'} y \in fr \).
The last condition (F5') imposes that every future obligation is satisfied before the end of the model. The conditions (F1')–(F4') are variants of (F1)–(F4) in which, roughly speaking, the value \( l \) is replaced by \( i \) (index of the last position in the model). A finite model \( \sigma \) satisfies a frame \( \langle fr, i \rangle \in FFrame_k \) at position \( j \) iff

- either \( i = nd \) and \( |\sigma| - (j + 1) \geq l + 1 \), or \( i = |\sigma| - (j + 1) \),
- for every constraint \( \psi \) in \( fr \) we have \( \sigma, j \models \psi \).

In this case, we write \( \sigma, j \models (fr, i) \).

We also need to adapt the notations related to frames. We set \( XFr(j, i) = \{(x, i) | (fr, j) = \emptyset \} \) when \( j \neq nd \) and \( i > j \). If \( j = nd \) or \( i \leq j \) then the definition is similar to the infinitary case. In the finitary case, a pair of \((l, k)\)-frames \( \langle (fr, i), (fr', i') \rangle \) is one-step consistent iff

- \( (i, i') \) belongs to \( \{(j, j') \in \{0, \ldots, l - 1 \} \times \{0, \ldots, l - 1 \} | j' = j - 1 \} \cup \{(nd, nd), (nd, l)\} \).
- \( (fr, fr') \) satisfies the conditions for the infinitary case when \( i = i' = nd \).
- \( (fr, fr') \) satisfies the conditions below when \( i \in \{0, \ldots, l\} \):
  - for every \( X x = X'y \in \Omega^i_k \), with \( 0 < j, j' \), we have \( X x = X'y \in fr \) iff \( X'^{-1}x = X'^{-1}y \in fr' \),
  - for every \( X(x = \text{XFy}) \in \Omega^i_k \), with \( j > 0 \), we have \( X(x = \text{XFy}) \in fr \) iff \( X'^{-1}(x = \text{XFy}) \in fr' \).

A symbolic model is a finite one-step consistent sequence of frames ending with a symbolic valuation of the form \( (fr, 0) \). Hence, for every position \( i \) in a finite symbolic model \( \rho \), if \( |\rho| - (i + 1) \geq l + 1 \) then \( \rho(i) \) is of the form \( (fr, nd) \), otherwise \( \rho(i) \) is of the form \( (fr, |\rho| - (i + 1)) \).

The symbolic satisfaction relation \( \rho, i \models_{\text{symb}} \phi \) is defined similarly to the infinitary case but we consider that \( \psi \in (fr, i) \) whenever \( \phi \) belongs to the set \( fr \). The following correspondence between symbolic and concrete models can be shown similarly:

**Lemma 4**

A CLTL\( ^X \) formula \( \phi \) of \( X \)-length \( l \) over the variables \( \{x_1, \ldots, x_k\} \) is satisfiable over finite models iff there exists a finite \((l, k)\)-symbolic model \( \rho \) such that \( \rho \models_{\text{symb}} \phi \) and \( \rho \) is realizable.

Consequently, the automaton construction follows the same lines. We just state the changes in the different automata. In the finitary case, the automaton \( A_{\text{inf}} \) checking one-step consistency has the additional constraint that the last frame must be of the form \( (fr, 0) \). The set of final states is therefore equal to \( \{(fr, 0) | (fr, 0) \in FFrame_k \} \). As usual, a run is accepting if it ends in a final state.

The finite-state automaton \( A_{\text{symb}} \) accepting finite words over the alphabet \( FFrame_k \) has to take care of the end of the model in order to evaluate the subformulae; the run has to end with a state corresponding to the end of the model. So we have to store the last frame read by defining \( Q = \text{Atom}(\phi) \times (FFrame_k \cup \{\ast\}) \) (\( \ast \) is used for initial states). The set of initial states \( I \) is \( \{\langle 0, \varnothing \rangle | \phi \in At \} \) and the set of final states \( F \) is the set of states of the form \( (At, (fr, 0)) \). Finally, the transition relation is such that \( (At, (fr, l)) \xrightarrow{(fr, l)} (At', (fr, l)) \) iff

- **atomic** if \( i = nd \) then \( At \cap \Omega^i_k = fr \), otherwise \( At \cap \Omega^i_k = fr \),
- **one-step** 1. if \( i = 0 \) then there is no formula of the form \( X \psi \) in \( At \), otherwise for every \( X \psi \in cl(\phi) \), we have \( X \psi \in At \) iff \( \psi \in At' \)
  2. for every \( X^{-1} \psi \in cl(\phi) \), we have \( \psi \in At \) iff \( X^{-1} \psi \in At' \).

The construction of the automaton \( A_{\text{real}} \) that recognizes the set of realizable symbolic models will be described in the following sections.
5 Characterization of realizable symbolic models

In order to determine whether a symbolic model \( \rho \) is realizable (i.e. it admits a concrete model), we introduce counters that record the number of constraints of the form \( x = XFy \) left unsatisfied at the current position. If the conjunction \( x = XFy_1 \land \cdots \land x = XFy_n \) needs to be satisfied at the current position \( i \) and none of the conjuncts is satisfied by \( \rho(i) \), then we shall increment a counter associated with \( [y_1, \ldots, y_n] \) that remembers this set of obligations. In a finite model, all the obligations need to be fulfilled at the last position whereas in an infinite model either no more unsatisfied obligations arise after a point, or they are essentially fulfilled infinitely often. The exact conditions will be spelt out soon.

For the rest of this section we consider \((l, k)\)-symbolic models, for a fixed \( l \) and \( k \).

5.1 Counting sequence along a symbolic model

For each \( X \in \mathcal{P}^+([x_1, \ldots, x_k]) \) (the set of non-empty subsets of \( \{x_1, \ldots, x_k\} \)), we introduce a counter that keeps track of the number of obligations that need to be satisfied by \( X \). We identify the counters with finite subsets of \( \{x_1, \ldots, x_k\} \). A counter valuation \( \tilde{c} \) is a map from \( \mathcal{P}^+([x_1, \ldots, x_k]) \) to \( \mathbb{N} \). For instance, we write \( \tilde{c}(\{x, y\}) \) to denote the value of the counter \( [x, y] \), which will stand for the number of distinct obligations to repeat a value in \( x \) and in \( y \).

We define below a canonical sequence of counter valuations along a symbolic model. We will need to introduce some additional definitions first. For an \((l, k)\)-frame \( fr \) and a counter \( X \in \mathcal{P}^+([x_1, \ldots, x_k]) \), we define a point of increment for \( X \) in \( fr \) to be an equivalence class of the form \( [x, 0] \), such that \( XF_{fr}(x, 0) = X \) and \( (x, 0) \) is not connected by a forward edge to a node in \( fr \) (i.e. there is no edge between \( (x, 0) \) and some \( (y, j) \) with \( j \in \{1, \ldots, l\} \)). Such an equivalence class corresponds to a value at the current state that is not repeated in a future value of an \( X \)-variable in the current frame, but which needs to be repeated in some future value of each of the variables in \( X \). Note that if the node was connected to a node of higher level then the set of obligations would be propagated to this node (condition \((F4)\)) and we would not need to store this obligation. In a similar way, a point of decrement for \( X \) in \( fr \) is defined to be an equivalence class of the form \( [x, l] \), such that \( XF_{fr}(x, l) \cup [x, l] = X \), and \( (x, l) \) is not connected by a backward edge to another node in \( fr \) (i.e. there is no edge between \( (x, l) \) and some \( (y, j) \) with \( j \in \{0, \ldots, l-1\} \)). Intuitively, such an equivalence class is not constrained by values in the past so it can be used to satisfy some obligation linked to \( X \). Note that the obligation may be only partially satisfied (when \( [x, l] \) is a strict subset of \( X \)) but since \( X \setminus [x, l] \subseteq XF_{fr}(x, l) \) the remaining obligations will be treated when considering the set of obligations \( XF_{fr}(x, l) \) associated with the elements of \( [x, l] \).

For partial frames that arise in the case of finite symbolic models, namely frames of the form \( \langle fr, i \rangle \in \mathcal{FFrame}^+_k \) with \( i \neq nd \), we define a point of increment in a similar way as above; however there are no points of decrement in a partial frame.

Note that the definition above allows the existence of several points of increment for a given set \( X \) in the same frame, as different equivalence classes can have the same set of future obligations. Similarly, it is possible to have several points of decrement for the same set \( X \).

We denote by \( u^+_fr \) the counter valuation which records the number of points of increment for each counter \( X \) in \( fr \). Similarly \( u^-_{fr} \) is the counter valuation which records the number of points of decrement for each counter \( X \) in \( fr \). Observe that the codomain of both \( u^+_fr \) and \( u^-_{fr} \) is \( \{0, \ldots, k\} \).

Let \( \rho \) be an \((l, k)\)-symbolic model. For \( X \in \mathcal{P}^+([x_1, \ldots, x_k]) \), a point of increment for \( X \) in \( \rho \) is an equivalence class of the form \( [x, l] \), such that \( [x, 0] \in \rho(i) \) is a point of increment for \( X \) in the frame \( \rho(i) \).
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Similarly, a point of decrement for $X$ in $\rho$ is an equivalence class of the form $[(x, i)]_\rho$ such that $i \geq l + 1$ and $[(x, l)]_{\rho(i-l)}$ is a point of decrement for $X$ in $\rho(i-l)$. Figure 2 shows the points of increment (top), and points of decrement (middle), for the example symbolic model of Figure 1.

We can now define a canonical counter valuation sequence $\alpha$ along $\rho$, called the counting sequence along $\rho$, which counts the number of obligations corresponding to each subset of variables $X$ that remain unsatisfied at each position. Let $\odot$ denote the proper addition of integers, defined by $n \odot m = \max(0, n + m)$. We define $\alpha$ inductively: for each $X \in P^+ (\{x_1, \ldots, x_k\})$ we have $\alpha(0)(X) = 0$ and

$$\alpha(i+1)(X) = \alpha(i)(X) + (u_{\rho(i)}^+(X) - u_{\rho(i+1)}^-(X)),$$

for every $0 \leq i < |\rho|$.  

### 5.2 Characterizing realizable symbolic models

The following result shows that the set of realizable symbolic models can be characterized using their counting sequences.

**Lemma 5**

(I) A finite symbolic model $\rho$ is realizable iff for every counter $X$ the final value of the counting sequence $\alpha$ along $\rho$ is equal to 0 (i.e. $\alpha(|\rho|)(X) = 0$).

(II) An infinite symbolic model $\rho$ is satisfiable iff all the following conditions are satisfied:

(C1) There does not exist an infinite forward path $p$ in $\rho$ and a counter $X$, such that every node in the path has future obligation $X$, and there is a variable $y$ in $X$ which is never connected by a forward edge from a node in $p$ (i.e. no node in $p$ is connected by a forward edge to a node of the form $(y, i)$).
(C2) In the counting sequence along $\rho$, each counter $X$ satisfies one of the conditions:

(a) there is a point after which the value of counter $X$ is always zero and after which we never see a point of increment for $X$, or,

(b) infinitely often we see a point of decrement for $X$ which is connected by a forward path to a point of increment of the form $[u]_\rho$ with $XF_\rho(u) \subset X$ (where ‘$\subset$’ denotes ‘strict subset’), or,

(c) for each $x \in X$, we infinitely often see a point of decrement for $X$, which is connected by a forward path to an $x$ node (i.e., a node of the form $(x,i)$).

**Proof.** Let $\rho$ be an $(l,k)$-symbolic model, which admits a concrete model $\sigma$. We show that $\rho$ satisfies the conditions above.

Consider a point of increment $[(x,i)]_\rho$ for a counter $X$. Then in the concrete model $\sigma$, the value $\sigma(i)(x)$ subsequently repeats in all the variables in $X$. Let $(y,j)$ be the first time this happens. So $y \in X$ and $\sigma(j)(y) = \sigma(i)(x)$. We claim that $[(y,j)]_\rho$ must be a point of decrement for $X$. This is true since by the choice of $(y,j)$, it cannot be connected to any node to the left of it, and clearly $XF_\rho(x,i) = [(y,j)]_\rho \cup XF_\rho(y,j)$. Further, the correspondence between points of increment and points of decrement described above is injective. If not, let $[(x,i)]_\rho$ and $[(x',i')]_\rho$ be two distinct points of increment with the same corresponding point of decrement $[(y,j)]_\rho$. Without loss of generality, we assume $i \leq i'$. If $i = i'$, it would mean $\sigma(i)(x) = \sigma(i)(x')$ (since they both have the same value as $(y,j)$ by assumption), which would contradict the fact that $[(x,i)]_\rho$ and $[(x',i')]_\rho$ were assumed to be distinct. If $i < i'$, then $(y,j)$ could not have been the first repeat for $(x,i)$ since $(x',i')$ is one such repeat and it occurs strictly before $(y,j)$.

Now if $\rho$ was a finite sequence, then clearly the value of each counter $X$ is 0 in $\sigma(\rho) - 1$. This is due to the fact that by the above correspondence, each point of increment for $X$ is cancelled out by a unique point of decrement for $X$. Furthermore, the last frame in $\rho$ clearly cannot have any unsatisfied obligations. This proves that the conditions of Lemma 5 (I) are satisfied for the case of finite symbolic models.

Consider now the case when $\rho$ is an infinite symbolic model. We show that conditions (C1) and (C2) are satisfied. Let $\rho$ be an infinite forward path from a vertex $u$ in $G_\rho$ and let $y \in XF_\rho(u)$. Since $y \in XF_\rho(u)$, it must be the case that the value of $u$ in the concrete model $\sigma$ repeats at some future point in a $y$-node, say $(y,j)$. Now the path $\rho$ must pass through a node $v$ in the $(l,k)$-frame $\rho(j-l)$ to which $(y,j)$ belongs. Since the value of $v$ must be same as that of $u$, which in turn is same as that of $(y,j)$, there must be an edge between $v$ and $(y,j)$ in $\rho(j-l)$. This proves that $\rho$ satisfies the condition (C1).

To see that condition (C2) is satisfied, let $X$ be any counter. Two cases arise: either we have only finitely many points of increment for $X$ in $\rho$, or there are infinitely many. For the first case, the correspondence between increment points and decrement points implies that there is a level $i$ at which the last point of decrement corresponding to a point of increment for $X$ occurs. At this position we clearly have $\sigma(i-l)(X) = 0$. Further, by the choice of $i$, we never see a point of increment for $X$ after level $i$, and the value of $X$ in $\sigma$ stays 0. Thus in this case condition (C2.a) is satisfied.

For the case when there are infinitely many points of increment for $X$, suppose that $X$ satisfies neither (C2.b) nor (C2.c). Then there must be a variable $y \in X$ and a level $i$ after which we never see a point of decrement for $X$ which is connected by a forward path to a point of increment for $X$ with future obligation strictly smaller than $X$, nor a point of decrement for $X$ which is connected by a forward path to a $y$-node. Consider any point of increment $[u_0]_\rho$ for $X$ after level $i$. Let its value in the concrete model be $m$. In the concrete model, $m$ must subsequently repeat in a $y$-node. Let this node be $(y,j)$. Now for $[u_0]_\rho$ there is a corresponding point of decrement $[v_0]_\rho$ for $X$ (obtained as
We will show that $\rho_X$ is such that a point of increment for it occurs only finitely often in the procedure above, we will have no unmatched points of increment.

If the number of unmatched points of increment for $\rho_X$ is infinite, we add the augmented edges in a slightly different way. If a counter $\rho$ is finite, the augmented graph $G'_\rho$ is obtained from $G_\rho$ by adding edges which we call augmented edges as follows:

From each level $i$ going from $l+1$ up to $|\rho| - 1$, for each counter $X$, and for each point of increment $[v]_\rho$ for $X$ at a level less than $i - l$ for which an augmented edge has not been added (we call this an 'unmatched' point of increment), add augmented edges between every node in $[u]_\rho$ and every node in $[v]_\rho$.

It is also clear that by construction, all the nodes above (as well as the nodes in the paths between the $v'_i$'s and $u_{i+1}$'s) have the value $m$ in the concrete model $\sigma$. Now consider the node $(y,j)$. Clearly it cannot lie between any $u_i$ and $v_i$. Thus it must lie between some $v_i$ and $u_{i+1}$, and must be connected by a forward edge from a node in the path between them. This contradicts our assumption that after level $i$, no point of decrement for $X$ was connected by a forward path to a $y$-node.

Thus for the case when $\rho$ is infinite, we have shown that $\rho$ must satisfy the conditions of Lemma 5 (II).

For the converse direction, let $\rho$ be an $(l,k)$-symbolic model satisfying the conditions of Lemma 5. We will show that $\rho$ admits a concrete model by first describing an augmented graph $G'_\rho$ which is obtained from $G_\rho$ by adding additional edges, and then describing a labelling procedure for $G_\rho$ which respects the edges in $G_\rho$.

For the case when $\rho$ is finite, the augmented graph $G'_\rho$ is obtained from $G_\rho$ by adding edges (which we call augmented edges) as follows:

From each level $i$ going from $l+1$ up to $|\rho| - 1$, for each counter $X$, and for each point of decrement $[v]_\rho$ for $X$ at a level less than $i - l$ for which an augmented edge has not been added (we call this an 'unmatched' point of increment), add augmented edges between every node in $[u]_\rho$ and every node in $[v]_\rho$.

Here is (the only) way of adding augmented edges according to the procedure above in the example symbolic model of Figure 1:

We note that when the procedure has completed for level $i$, the number of unmatched points of increment for every counter $X$ is precisely $\alpha(i)(X)$, the value for the counter $X$ at position $i$ in the counting sequence $\sigma$ for $\rho$. Since $\alpha(|\rho| - 1)(X) = 0$ for each $X$, it follows that at the end of the procedure above, we will have no unmatched points of increment.

For the case when $\rho$ is infinite, we add the augmented edges in a slightly different way. If a counter $X$ is such that a point of increment for it occurs only finitely often in $G_\rho$, we add the augmented edges between points of increment and points of decrement for $X$ in the same way as the procedure above for the case of finite models. By condition (C2.a), every point of increment for $X$ will be matched. If $X$ is a counter for which points of increment occur infinitely often, then by condition (C2.b) and (C2.c) two cases are possible: either there are infinitely many points of decrement for $X$ which are connected by a forward path to a point of increment with a strictly smaller set of obligations than
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X, or for each \( x \in X \), we infinitely often see a point of decrement for \( X \) which is connected by a forward path to an \( x \)-node. In the former case, we assign matches by proceeding from left to right, adding augmented edges from each point of increment for \( X \) to a subsequent point of decrement for \( X \) from which there is a forward path to a point of increment with a strictly smaller set of obligations than \( X \). In the latter case, suppose \( X = \{ z_1, \ldots, z_m \} \). We assign matches by cycling through the \( z_i \)'s repeatedly: thus, we proceed from left to right, and assign to the first point of increment for \( X \), a point of decrement for \( X \) that is connected to a \( z_i \)-node, to the next point of increment for \( X \) a point of decrement for \( X \) that is connected by a forward path to \( z_2 \) node, and so on till \( z_m \); and keep repeating this process. Thus, this process of matching points of increment covers all points of increment, and so every point of increment has an augmented edge to a subsequent point of decrement.

We now describe a way of labelling the nodes of \( G_\rho \) with natural numbers. We use a natural ordering on nodes in \( G_\rho \), given by \( (x_m, i) < (x_p, j) \) iff \( i < j \) or, \( i = j \) and \( m < p \).

We label the first vertex (\( x_1, 0 \)) by 0. The remaining vertices are labelled in order according to the following rule: If \( L \) is the portion of the graph already labelled, and \( u \) is the next vertex to be labelled:

1. if there is a path in \( G_\rho \) from \( u \) to a vertex \( v \) in \( L \), give \( u \) the same label as \( v \).
2. else, label \( u \) by \( n + 1 \) where \( n \) is the maximum label used so far in \( L \).

We note that the labelling above is deterministic, in the sense that in step 1, \( u \) can only be assigned a single value. If not, consider the first point that a vertex \( u \) had a path to two vertices \( v \) and \( v' \) with distinct labels. Without loss of generality, say \( v \) was labelled before \( v' \). Then there is a path from \( v' \) to \( v \) in \( G_\rho \) (via \( u \)), and hence \( v' \) must have been labelled with the same value as \( v \).

The labelling above thus gives us a concrete model \( \sigma \), and we claim that \( \rho \) is in fact the \((l, k)\)-symbolic model \( l \) induced by \( \sigma \), and thus that \( \rho \) is realizable. For this it is sufficient to argue that the labelling \( \sigma \) ‘respects’ both the normal and annotated edges of \( G_\rho \), in the following sense: For nodes \( u \) and \( v \) in \( G_\rho \) which lie in the same frame, we have an edge between \( u \) and \( v \) in \( G_\rho \) iff \( \sigma(u) = \sigma(v) \). Further, for each \( u \) in \( G_\rho \) we have an annotated edge from \( u \) with \( x \) in its label (i.e. \( x \in X_\rho(u) \)) iff there exists an \( x \)-node \( v \) at a higher level than \( u \) with \( \sigma(v) = \sigma(u) \).

Before we do this let us first observe a useful property of \( G_\rho \).

Claim 1
Let \( u = (x, i) \) and \( v = (y, j) \) be distinct vertices which are connected by a path in \( G_\rho \). Then

1. if the level of \( u \) is strictly less than the level of \( v \) (i.e. \( i < j \)), we have a forward path from \( u \) to \( v \) in \( G_\rho \).
2. if \( u \) and \( v \) are at the same level (i.e. \( i = j \)), we have an edge between \( u \) and \( v \).

Proof (of Claim 1). We proceed by induction on the length of the shortest path between \( u \) and \( v \). In fact we show that the shortest path must be a forward path in the case of \( i < j \), and a single edge in the case of \( i = j \). If the shortest path between \( u \) and \( v \) is of length 1, then if \( i < j \) we have a forward edge from \( u \) to \( v \), and if \( i = j \), an edge at level \( i \) between \( u \) and \( v \).

For the induction step, let us assume it holds for nodes connected by a shortest path of length \( m \) or less, and suppose the shortest path between \( u \) and \( v \) is of length \( m + 1 \). Consider the case when \( i < j \). Let the first node on this shortest path after \( u \) be \( w \). Now \( w \) cannot be to the left of \( u \): for if this was the case, there must be either an original edge (i.e. an edge of \( G_\rho \)) from \( u \) to \( w \), or an augmented edge. Suppose it was an original edge, then by induction hypothesis we have a forward path from \( w \) to \( v \). The first edge in this forward path from \( w \) clearly cannot be an augmented edge, since a forward augmented edge must begin at a point of increment, and \( w \) cannot be a point of increment since it...
is connected by a forward edge to \( u \). Neither can the first edge in the forward path from \( w \) be an original edge, since then we must have an edge between \( u \) and the target vertex of this edge, which gives us a strictly shorter path from \( u \) to \( v \). For the case when have an augmented edge from \( u \) to \( w \), the forward path from \( w \) to \( v \) must pass through this or an 'equivalent' edge, i.e. an edge from \( w \) to \( u' \) where \( u' \in \{u\} \). In either case, we have a contradiction to the fact that we had started out with a shortest path from \( u \) to \( v \).

Similarly, the first edge from \( u \) to \( w \) cannot be an edge at the same level, since this would again contradict the fact that it was part of the shortest path from \( u \) to \( v \).

Hence it must be a forward edge from \( u \) to \( w \), and using the induction hypothesis we obtain a forward path from \( u \) to \( v \).

The case when \( i=j \) is handled similarly. This completes the proof of our claim.

Here are some more properties of \( G'_\rho \) which are easily verified:

**Claim 2**
1. If we have a forward path from a node \( u \) to an \( x \)-node in \( G'_\rho \) then we must have \( x \in XF_\rho(u) \).
2. If we have a forward path \( p \) from \( u \) to \( v \) in \( G'_\rho \), and \( x \in XF_\rho(u) \), then either some node in \( p \) is connected by a forward edge to an \( x \)-node, or \( x \in XF_\rho(v) \).

We can now prove that the labelling \( \sigma \) of \( G'_\rho \) is an edge-respecting one. We first argue that \( \sigma \) respects the normal edges in \( G'_\rho \). Let \((u, v)\) be an edge in \( G'_\rho \), with say \( u \prec v \). Then by the deterministic property of the labelling procedure, \( v \) would be given the same value as \( u \) in step 1. Further, if \( u \) and \( v \) were in the same \((l, k)\)-frame (i.e. their levels differ by at most \( l+1 \)) and there was no edge between them in \( G'_\rho \), then we argue that they would be given different labels. Suppose to the contrary that \( u \) and \( v \) were given the same label \( m \). Then it is easy to see that both \( u \) and \( v \) must be connected to a vertex \( w \) which was the first vertex to be labelled \( m \). Thus there is a path between \( u \) and \( v \), and by Claim 1 we must have a forward path from \( u \) to \( v \). Since \( u \) and \( v \) lie in a common \((l, k)\)-frame, this means that they must be connected by an edge in \( G'_\rho \).

Let us now consider the annotated edges in \( G'_\rho \) and show that the labelling \( \sigma \) respects these edges also. Let \( u \) be a node in \( G'_\rho \) with a variable \( x \in XF_\rho(u) \). Let us first consider the case when \( \rho \) is finite. Consider a maximal forward path from \( u \) in \( G'_\rho \), and let \( w \) be the final node in this path. Then we claim that \( w \) cannot have any future obligations. Suppose not. Then since \( w \) has no forward edges from it (due to the maximality of the forward path from \( u \)), it must be a point of increment. It follows from the assumptions on the symbolic model \( \rho \) that \( w \) must have a matching subsequent point of decrement. But then \( w \) would have a forward augmented edge to this point of decrement, again contradicting the maximality of the forward path from \( u \). Thus \( w \) can have no future obligations. In particular \( x \notin XF_\rho(w) \). Thus by Claim 2, we have that there must be a vertex \( v \) in the path which is connected by a forward edge to an \( x \)-node. This \( x \)-node would have been labelled \( m \), and we have a required \( x \)-node which satisfies the obligation \( x \) of \( u \).

For the case when \( \rho \) is infinite, let \( XF_\rho(u) = X \) (with \( x \in X \)). We argue by induction on the size of \( X \), that the \( x \)-obligation of \( u \) is satisfied. When \( X \) is a singleton, i.e. \( X = \{x\} \), suppose \( u \) was not connected by a forward path to an \( x \)-node in \( G'_\rho \). Then it must be the case (using Claim 2) that we have an infinite forward path from \( u \) in \( G'_\rho \), along which all nodes have future obligation exactly \( \{x\} \). If this path uses only finitely many augmented edges, we have a contradiction of the assumption.
that \( \rho \) satisfies the condition C1 of Lemma 5. If the path uses infinitely many augmented edges, we must have infinitely many points of increment for \( \{x\} \) along the path, and by the way we added the augmented edges in \( G'_{\rho} \), these augmented edges are to points of decrement for \( \{x\} \) which are necessarily connected by a forward path to an \( x \)-node. For the induction step, suppose \( X \) had more than 1 element, and suppose once again that \( u \) was not connected by a forward path to any \( x \)-node in \( G'_{\rho} \). Then again, there must be an infinite forward path from \( u \) in \( G'_{\rho} \) along which the obligation \( x \) is preserved. Since the obligations along a forward path can only decrease (or stay the same), it must be the case that after a point the set of future obligations remains at some \( X' \) with \( x \in X' \). Again, if this path had only finitely many augmented edges, it would contradict condition C1. Otherwise, it has infinitely many augmented edges (and hence points of increment for \( X' \)) and by the way augmented edges were added, it must be the case that these edges are to points of decrement for \( X' \) from which there is a forward path to a point of increment for \( X'' \) with \( X'' \subset X' \). By our induction hypothesis, there is a path from these points of increment for \( X'' \) to a \( y \)-node for each \( y \in X'' \). Since \( x \in X'' \), we have a path from \( u \) to an \( x \)-node, contradicting our assumption. Thus, it cannot be the case that there is no forward path from \( u \) to an \( x \)-node. Thus there is a forward path from \( u \) to an \( x \)-node, say \( v \). By our labelling procedure, \( v \) would also be given the same value as \( u \). By the obligation \( x \) in \( XF_{\rho}(u) \) is satisfied.

We now argue that for every node \( u \) in \( G_{\rho} \) that if \( x \not\in XF_{\rho}(u) \) then there is no \( x \)-node at a level greater than that of \( u \) which is given the same label. Suppose some such \( x \)-node \( v \) was given the same label, say \( m \), as \( u \). Then, as similarly observed before, both \( u \) and \( v \) must be connected by a path in \( G'_{\rho} \) (via the first vertex labelled \( m \)). By Claim 1, there is a forward path from \( u \) to \( v \). By Claim 2(1), we must have \( x \in XF_{\rho}(u) \).

This completes the proof of the fact that the labelling \( \sigma \) respects the edges of \( G_{\rho} \), and hence \( \rho \) is the symbolic model induced by \( \sigma \).

With this we have finally completed the proof of Lemma 5.

We are going to show in Section 7 that we can check the conditions on counting sequences stated in Lemma 5 by using a class of counter automata with a decidable non-emptiness problem.

6 Simple counter automata

We now want to characterize the set of realizable symbolic models by means of automata. Towards this aim, we introduce in this section a class of counter automata with a disjunctive variant of the generalized Büchi acceptance condition in which, along any run, a zero test is performed at most once for each counter. Then we use this class of automata to complete the decision procedure for \( CLTL^{XF} \) satisfiability sketched in Section 4.2.

6.1 Classes of counter automata

The definition of counter automata we use is not standard since the acceptance condition is a disjunction of generalized Büchi acceptance conditions. A counter automaton \( A \) is a tuple \( \langle \Sigma, C, Q, F, I, \rightarrow \rangle \) where:

- \( Q \) is a finite set of locations,
- \( \Sigma \) is a finite alphabet,
- \( C \) is a finite set of counters,
- \( I \subseteq Q \) is the set of initial locations,
Temporal logics of repeating values

An infinite run is accepting iff there exists a set $F$ as a consequence of the two last points, when the execution enters the component $Q_i$. The elements of $→$ are also denoted by $q \xrightarrow{Y,up,a} q'$ where $Y$ is interpreted as a set of simultaneous zero-tests on the counters in $Y$. A configuration $(q,\vec{c})$ of $A$ is an element of $Q \times \mathbb{N}^C$ and we say $(q,\vec{c}) \rightarrow (q',\vec{c}')$ iff there is a transition $q \xrightarrow{Y,up,a} q'$ in $A$ such that for every $c \in C$ we have $c \in Y \Rightarrow \vec{c}(c)=0$ and $\vec{c}'(c)=\vec{c}(c)+up(c)$. As usual, a run is a sequence of configurations governed by the transitions of $A$. An infinite run is accepting iff there exists a set $F \subseteq \mathcal{F}$ such that every set $Y \in F$ is visited infinitely often. The set of words in $\Sigma^\omega$ labelling accepting runs forms the language accepted by $A$. Observe that considering $\mathcal{F}$ (instead of a single set $F_i$) for the encoding of the acceptance condition is not essential since for checking non-emptiness of $A$ one can alternatively consider $A_0,\ldots,A_K$ with generalized Büchi acceptance condition $F_0,\ldots,F_K$, respectively.

The counter automaton above is called simple if there is a partition \{Q_0,\ldots,Q_K\} of $Q$ and corresponding sets of counters $C_0,C_1,\ldots,C_K$ such that

- $C_0=\emptyset$,
- $I \subseteq Q_0$,
- for every $i \in \{1,\ldots,K\}$, a transition from a location in $Q_0$ to a location in $Q_i$ requires that exactly
  the counters in $C_i$ are tested for zero,
- if $i \neq 0$, then every transition from a location in $Q_i$ goes to another location of $Q_i$,
- every transition from a location of $Q_i$ leaves the value of the counters in $C_i$ untouched.

As a consequence of the two last points, when the execution enters the component $Q_i$, the counters in $C_i$ are equal to zero forever thereafter. Finally, for $i \in \{0,\ldots,K\}$ we must have $F_i \subseteq \mathcal{P}(Q_i)$.

Let us formally summarize the conditions:

1. $Q = Q_0 \cup \cdots \cup Q_K$ and $I \subseteq Q_0$,
2. $\mathcal{F} = \{F_0,F_1,\ldots,F_K\}$ where each $F_i \subseteq \mathcal{P}(Q_i)$,
3. there are $K+1$ sets of counters $C_0,\ldots,C_K \subseteq C$ with $C_0=\emptyset$ such that the transition relation $→ \subseteq Q \times \mathcal{P}(C) \times \mathbb{Z}^C \times \Sigma \times Q$ verifies the condition below:

   for all $i,i' \in \{0,\ldots,K\}$, $q \in Q_i$ and $q' \in Q_{i'}$, the transitions from $q$ to $q'$ are of the form $q \xrightarrow{Y,up,a} q'$ where

   (a) $i \neq i'$ implies $i=0$ and $Y = C_{i'}$,
   (b) $i = i'$ implies $Y = \emptyset$,
   (c) for every $X \in C_{i'}$, $up(X) = 0$.

The class of languages accepted by simple counter automata can be seen to be closed under intersection with $\omega$-regular languages.

**Proposition 1**

If $A$ is simple counter automaton, and $B$ is a Büchi automaton, then we can construct a simple counter automaton accepting the language $L(A) \cap L(B)$.

**Proof.** Let $A = (\Sigma,C,Q,\mathcal{F},I,→)$, with $Q = Q_0 \cup \cdots \cup Q_K$, and $\mathcal{F} = \{F_1,\ldots,F_K\}$. Let $B = (S,S_0,G,→')$. We can define a simple counter automaton $C$ for the intersection of the two languages, where the partition structure and counters are inherited from $A$. Thus
The non-emptiness problem for simple counter automata is decidable.

We now show that simple counter automata have a decidable non-emptiness problem. We will show that the transition relation $M$ is a weight function and $S$, where $S$ contains sets of states reached by decrementing the counters in $C_i$.

The transition relation $→'$ is the usual product of the transition relations $→$ and $→'$.

In the sequel we will consider simple counter automata with $C = \mathcal{P}^+((x_1,\ldots,x_k))$, $K = 2^k - 1$, and each set $F_i$ contains sets of states reached by decrementing the counters in $C_i$.

The class of simple counter automata introduced above forms a subclass of Minsky machines [29] with multiple counters. The restriction on the zero-tests is essential for decidability. The restriction that the acceptance condition can be expressed as a disjunction of generalized Büchi acceptance conditions, is not essential. We also observe that our counter automata are quite different from the data automata in [3] and from the register automata in [9, 20, 30]. Our automata are similar to Minsky machines, in that they operate by updating counters with increments and with decrements whenever possible. By contrast, register automata accept data words and possess registers that can store elements from an infinite alphabet. Finally, each data automaton also accepts data words and is made up of a regular transducer and of a finite-state automaton see details in [3]. However, the non-emptiness problem for subclasses of register automata or data automata can be reduced to non-emptiness in counter automata (with incrementing errors in [9] or without zero-tests in [3]). Consequently, our underlying model of counter automata is quite standard but our restrictions are essential to get decidability.

### 6.2 Checking non-emptiness for simple counter automata

We now show that simple counter automata have a decidable non-emptiness problem. We will show this by appealing to a result from [19].

**Lemma 6**

The non-emptiness problem for simple counter automata is decidable.

**Proof.** We reduce this problem to the problem $P_{\text{temp}}$ shown to be decidable in [19]. We briefly define a fragment of the problem $P_{\text{temp}}$ that consists in checking fairness conditions in Petri nets. Let $N = \langle S,T,W,M_0 \rangle$ be a Petri net where $S$ is a set of places, $T$ is a set of transitions, $W : (S \times T) \cup (T \times S) \rightarrow \mathbb{N}$ is a weight function and $M_0$ is an initial marking. We assume that the reader is familiar with the semantics of this model (otherwise see e.g. [31]). The fragment of the language $L(S,\text{GF})$ [19] we consider here is the following:

$$\psi ::= s = i \mid \psi \lor \psi \mid \psi \land \psi \mid \text{GF}\psi,$$

where $s \in S$ and $i \in \mathbb{N}$. The atomic formula $s = i$ states that the number of tokens in the place $s$ is $i$. As expected, $\text{GF}\psi$ states that infinitely often $\psi$ holds true. In full generality, the problem $P_{\text{temp}}$ takes as input a formula $\psi$ in $L(S,\text{GF})$ and an initial marking $M_0$ for a Petri net $N$ and checks whether there is an infinite execution from $M_0$ that satisfies $\psi$.

Consider a simple counter automaton $A$ (we use the previous notations). We can build a Petri net $N_A$ that simulates $A$ apart from the zero-tests, by using a standard translation from counter automata without zero-tests to Petri nets. For every location $q$ in $A$, we introduce a place $s_q$ in $N_A$ and for every counter $c \in C$, we introduce a place $s_c$. An initial marking contains one token in some place $s_{q_0}$ for some initial location $q_0$ and no token in places of the form $s_c$ (meaning that the initial value of the counters is 0). From this marking, we obtain markings where a unique token belongs to a place of the form $s_q$ ($q \in Q$) which means that a unique control location is active for every marking. For every transition in $A$, say $q \xrightarrow{Y,up,a} q'$, we add a transition in $N_A$ that consumes a token in $s_q$, produces a...
We recall that our goal is to build the automaton \( A \) such that the formula holds true in \( N \). To ensure the correctness of our reduction, we need to handle transitions of the form \( t = q \xrightarrow{v,up,a} q \) in \( A \) separately as follows. This is similar to what is done in the reduction from VASS to Petri nets, see e.g. [32]. We implement a transition of the form \( t = q \xrightarrow{v,up,a} q \) by the two transitions \( q \xrightarrow{v,up,a} q' \) and \( q' \xrightarrow{0,a} q \) in \( N_A \), where \( q' \) is a new location and \( 0 \) is the zero vector.

We claim that checking the non-emptiness of \( A \) is equivalent to verifying whether the following formula holds true in \( N_A \)

\[
\bigvee_{0 \leq i \leq K} (\text{GF}(\bigwedge_{c \in C} s_c = 0) \land \bigvee_{y \in F} \text{GF}(\bigvee_{q \in Y} s_q = 1)).
\]

If this property is satisfied, there is \( i \in \{0, \ldots, K\} \) such that all the counters of \( C_i \) are equal to zero infinitely often and each set of places corresponding to the set of locations of \( F_i \) is visited infinitely often, which means that the corresponding run is accepted by \( A \). We have to prove that this corresponding run of \( A \) is valid by showing that the values of the counters in \( C_i \) are equal to zero before entering in a state of \( Q_i \). Indeed, the zero tests have not been taken into account in the construction of \( N_A \).

Since \( N_A \) is obtained by translation of a simple counter automaton, whenever we enter a subcomponent \( Q_i \) with \( i > 0 \), the counters of \( C_i \) are not modified anymore. This means that for \( j \geq 0 \), if \( s_c = j \) for a marking of \( N_A \) where \( s_q = 1 \) also holds for some location \( q \) of \( Q_i \), then \( s_c = j \) always holds in the future. So the conjunction implies that the counters of \( C_i \) are equal to zero before entering the subcomponent \( Q_i \) and they remain zero afterwards. Otherwise, the conjunct \( \text{GF}(\bigwedge_{c \in C} s_c = 0) \) cannot be satisfied.

The converse implication is obvious, since an accepting run in \( A \) is such that there exists \( i \in \{0, \ldots, K\} \) for which all the counters of \( C_i \) are equal to zero infinitely often (they remain zero after the test) and the set of locations of \( F_i \) is visited infinitely often (acceptance condition). The execution of \( N_A \) corresponding to such a run of \( A \) satisfies the formula.

\[\square\]

7 Decidability

7.1 Automata recognizing realizable symbolic models

We recall that our goal is to build the automaton \( A_{\text{real}} \) recognizing the set of realizable symbolic models that is needed in the construction described in Section 4.2.

We begin with the case of infinite models. We can build the automaton \( A_{\text{real}} \) as a simple counter automaton. This automaton is defined as the intersection of two automata \( A^1 \) and \( A^2 \) which check respectively the conditions (C1) and (C2) from Lemma 5. Since \( A_{\text{1sc}} \) checks the one-step consistency condition in the construction of \( A_\phi \), we assume that the sequences considered in the following are valid symbolic models.

The automaton \( A^1 \) has to recognize the set of \((l,k)\)-frame sequences \( \rho \) satisfying the condition (C1). It is easier to describe the construction of this automaton using its complement \( \overline{A}^1 \) which accepts the sequences \( \rho \) that do not satisfy (C1), i.e. the sequences for which there is an infinite forward path \( p \) in \( \rho \) and a counter \( X \) such that

- every node in the path has future obligation \( X \), and
- there is a variable \( y \) in \( X \) which is never connected by a forward edge from a node in \( p \).
The automaton $\tilde{A}^1$ is a Büchi automaton whose set of states is $Q = \{q_0\} \cup (\{x_1, \ldots, x_k\} \times \{0, \ldots, l\}) \times \{x_1, \ldots, x_k\})$. The set of initial states and final states are respectively $I = \{q_0\}$ and $F = Q \setminus \{q_0\}$, and the transition relation is defined by

- $q_0 \xrightarrow{fr} q_0$ for every $fr \in Frame_1^I$. This rule allows to skip the frames until the beginning of the path.
- $q_0 \xrightarrow{fr} (\langle x, i \rangle, y)$ for every $fr \in Frame_1^I$ such that $y \in XF_{fr}(x, i)$. This rule is for the non-deterministic choice of the beginning of the path and the variable $y$ which is never linked to this path.
- $\langle x, i \rangle, y \xrightarrow{fr} (\langle x, i-1 \rangle, y)$ for every $i > 0$ and $fr \in Frame_1^I$. This rule allows to skip the frames until the current node of the path is in the border (level 0) of the current frame.
- $\langle x, 0 \rangle, y \xrightarrow{fr} (\langle x', i' \rangle, y)$ for every $fr \in Frame_1^I$ verifying the following conditions:
  1) $x = \mathcal{X}^{i+1} x'$ belongs $fr$,
  2) $XF_{fr}(x, 0) = XF_{fr}(x', i' + 1)$,
  3) for every $j \in \{1, \ldots, l\}$ the constraint $x = \mathcal{X}^y$ is not in $fr$.

The first condition expresses that $\langle x', i' \rangle$ is the next node of the path while the second states that the set of obligations on the path remains the same. Finally, the last condition ensures that no node corresponding to the variable $y$ is connected to the path by a forward edge.

The automaton $A^1$ is the Büchi automaton obtained by complementing the above automaton.

We now focus on the construction of the counter automaton $A^2$. Formally, we define $A^2 = (\Sigma, C, Q, F, s, \rightarrow)$ such that $\Sigma = Frame_2^I, C = P^+([x_1, \ldots, x_k])$ and $Q = Frame_2^I \cup \bigcup Z \subseteq C Q_A$, where for every $Z \subseteq C$, $Q_A Z$ is the set of states of the automaton $A_Z$ defined below which verifies the different conditions of (C2) after testing that the counters of $Z$ are equal to zero. The set of initial states is $I = Frame_2^I$ and the transition relation verifies the following rules:

- $fr \xrightarrow{0, up, fr'} fr'$ for all $fr, fr' \in Frame_2^I$ such that $u_{fr}^{\tilde{X}}(X) - u_{fr'}^{\tilde{X}}(X) \leq up(X) \leq u_{fr'}^{\tilde{X}}(X)$ for each $X \in C$.
- $fr \xrightarrow{Z, up, fr'} s_A Z$ for all $fr, fr' \in Frame_2^I$ and $Z \subseteq C$ such that
  1) $u_{fr}^{\tilde{X}}(X) - u_{fr'}^{\tilde{X}}(X) \leq up(X) \leq u_{fr'}^{\tilde{X}}(X)$ for each $X \in C \setminus Z$,
  2) $up(X) = u_{fr'}^{\tilde{X}}(X) = 0$ for each $X \in Z$,
  3) $s_A Z$ is the initial state of $A_Z$.

For every $Z \subseteq C$, the Büchi automaton $A_Z$ is given by:

$$A_Z = A_2^Z \cap \bigcap X \subseteq C \setminus Z (A_1^X \cup A_1^X)$$

such that the different components are defined as follows.

- The Büchi automaton $A_2^Z$ checks the condition (C2.a) for the counters in $Z$. It accepts the set of symbolic models such that there is no point of increment for counters in $Z$. This ensures that
the counters of $Z$ remain to zero in $A_Z$ since they have been tested to zero before entering $A_Z^2$ and they are not modified after this test.

The automaton $A_Z^2$ has a unique state $q_0$ and so $Q = I = F = \{q_0\}$. The only transition rule is the following

$q_0 \xrightarrow{x} q_0$ for every frame $fr \in \text{Frame}_k^l$ such that there is no point of increment for every counter $X \in Z$ in $fr$.

So an execution can continue only if the counters of $Z$ are not incremented in the counting sequence.

- The Büchi automaton $A^X_\text{b}$ checks that the condition (C2.b) is satisfied for some counter $X \notin Z$. This automaton accepts the symbolic models such that there are infinitely many points of decrement corresponding to $X$ from which one can reach by a forward path a node whose set of obligations is strictly included in $X$. To do so, during an execution of $A^X_\text{b}$ one non-deterministically chooses in the sequence an element belonging to a point of decrement for $X$ and then one checks that there is a path from this node to a node whose set of obligations is strictly included in $X$. When this latter node is reached, we are in a final state. An execution is accepted if such a final state is visited infinitely often. Formally, we have
  - the set of states of $A^X_\text{b}$ is $Q = \{q_0, q_f\} \cup \{\{x_1, \ldots, x_k\} \times \{0, \ldots, l\}\}),$
  - $Q_0 = \{q_0\}$ is the set of initial states and $F = \{q_f\}$ the set of final states,
  - the transition relation is defined by
    - $q_0 \xrightarrow{fr} q_0$ for every $fr \in \text{Frame}_k^l$,
    - $q_0 \xrightarrow{fr} (x, l)$ for every frame $fr \in \text{Frame}_k^l$ such that $[(x, l)]fr$ is a point of decrement for $X$ in $fr$,
    - $(x, i) \xrightarrow{fr} (x, i - 1)$ for every $i > 0$ and $fr \in \text{Frame}_k^l$,
    - $(x, 0) \xrightarrow{fr} (y, i - 1)$ if $XF(x, 0)fr = X, i > 0$ and $x = X'y$ belongs to $fr$,
    - $(x, 0) \xrightarrow{fr} q_f$ if $XF(x, 0)fr$ is strictly included in $X$,
    - $q_f \xrightarrow{fr} q_0$ for every $fr \in \text{Frame}_k^l$.

- The automaton $A^2_Z$ checks the condition (C2.c) for some counter $X \notin Z$. The construction is similar to the previous case except that one visits a final state only when a point of decrement for $X$ from which one can reach $x$ has been guessed for every $x \in X$.

We can easily verify that the automaton $A^2$ that we obtain is a simple counter automaton. Indeed, the transition relation of $A^2$ ensures that for every $Z \subseteq C$ the counters in $Z$ are equal to zero before entering $A_Z$ and then the component $A_Z^2$ ensures that these counters are never modified again. Moreover, all the transitions of $A_Z$ stay in $A_Z$ for every $Z \subseteq C$.

Coming now to the case of finite models, the construction of $A_{\text{real}}$ is simpler. This construction is very close to the first part the construction of $A^2$ defined above. The automaton $A_{\text{real}}$ for the finitary case is a counter automaton without zero-tests $(Q, I, F, \Sigma, C, \rightarrow)$ such that

- $Q = \text{Frame}_k^l$ is a finite set of states, $I = Q$ and $F = Q$
- $\Sigma = \text{Frame}_k^l$.
- $C = \mathcal{P}^+([x_1, \ldots, x_k])$ is a set of counters,
A symbolic model $\rho$ is accepted by $A_{\text{real}}$ iff $\rho$ is realizable.

**Proof.** In the infinitary case, the construction of $A_{\text{real}}$ allows us to verify all the conditions of Lemma 5. The only problem is that the sequence of counter valuations in the accepting run may be different from the counting sequence associated with the accepted symbolic model. Indeed, a sequence $\rho$ can be accepted by a run that fires a transition $q_i \xrightarrow{\emptyset, \text{up}, \rho(i)} q_{i+1}$ in $A^2$ where there exists $X$ verifying $\alpha(i)(X) + \text{up}(X) > \alpha(i)(X) + (u^+_{\rho(i)}(X) - u^-_{\rho(i+1)}(X))$ (where $\alpha$ is the counting sequence along $\rho$). However, the transition relation of $A^2$ allows every update between $u^+_{\rho(i)}(X) - u^-_{\rho(i+1)}(X)$ and $u^+_{\rho(i)}(X)$ for every transition from the state $q_i$ to $q_{i+1}$. This allows to find another run in $A^2$ (on the same input $\rho$) that visits the same control states and such that for every $i \in \mathbb{N}$ we have $q_i \xrightarrow{\emptyset, \text{up}, \rho(i)} q_{i+1}$ iff for every $X \in C$, $\alpha(i)(X) + \text{up}(X) = \alpha(i)(X) + (u^+_{\rho(i)}(X) - u^-_{\rho(i+1)}(X))$. The run is still accepting since the values of the counters in this execution are smaller and so the counter of $Z$ are still to zero when entering the component $A_Z$. Then the other conditions are not modified by the new values of the counters. This execution witnesses that $\rho$ is satisfiable.

Conversely, a satisfiable symbolic model $\rho$ satisfies the conditions of Lemma 5. So, it is obvious that there is an accepting run in $A^1$ on the input $\rho$ since the sequence satisfies (C1). The most difficult part concerns the components that check condition (C2.a). Let $\alpha$ be the counting sequence along $\rho$. By definition, for every $i \in \mathbb{N}$ we have,

$$\alpha(i+1)(X) = \alpha(i)(X) + (u^+_{\rho(i)}(X) - u^-_{\rho(i+1)}(X)),$$

and this means that

$$\alpha(i)(X) + (u^+_{\rho(i)}(X) - u^-_{\rho(i+1)}(X)) \leq \alpha(i+1)(X) \leq \alpha(i)(X) + u^+_{\rho(i)}(X).$$

By construction of $A^2$, every update between the bounds above is defined. So, there is always a transition allowing us to update the counters according to $\alpha$. By hypothesis, there exist a position $i$ and a set of counters $Z$ that remain at zero in the counting sequence $\alpha$ after the position $i$. All these facts imply that there is a run of $A^2$ where the counters of $Z$ remain at zero after the position $i$ too. We can then enter the component $A_Z$ after the position $i$ and this component will accept the sequence since $\rho$ satisfies (C2).
Similar to the infinitary case, given a finite symbolic model $\rho$ accepted by $A_{\text{real}}$, we can build from the run that accepts $\rho$ another run where the values of the counters correspond to the counting sequence along $\rho$. Since we use the same method as in the infinitary case, the values of the counters in the latter run can only decrease and so the final values are still 0. So this run is accepted which means that $\rho$ is satisfiable because $A_{\text{real}}$ checks that the counting sequence satisfies the conditions of Lemma 5. Conversely, every counting sequence along a symbolic model can be simulated by the values of the counters in an accepting run of $A_{\text{real}}$. The arguments are identical to the infinitary case since the transition relation of $A_{\text{real}}$ is similar. By Lemma 5, if $\rho$ is satisfiable then the counting sequence is such that the final value of every counter is 0. So the corresponding run in $A_{\text{real}}$ is accepted. ■

We are now in position to state again the main result of the article.

**Theorem 4**
The finitary and infinitary satisfiability problems for CLTL$^{XF}$ are decidable.

**Proof.** Let $\phi$ be a CLTL$^{XF}$ formula over $k$ variables with $X$-length $l$. Let $A_{\text{symb}}$ and $A_{1sc}$ be the Büchi automata corresponding to $\phi$, defined in Section 4.2. Let $A_{\text{real}}$ be the simple counter automaton defined above. Then, using Proposition 1, we can construct a simple counter automaton $A_{\phi}$ accepting the intersection of the languages accepted by $A_{\text{real}}$, $A_{\text{symb}}$, and $A_{1sc}$.

By Theorem 3 the language accepted by $A_{\phi}$ is non-empty iff $\phi$ is satisfiable. Using Lemma 6) we can check whether the language accepted by $A_{\phi}$ is non-empty. Thus it follows that checking the satisfiability of $\phi$ is decidable.

We also note that according to the acceptance condition of $A_{\text{real}}$ in the case of finite models, finitary satisfiability reduces to the reachability problem in Petri nets, see e.g. [21, 28]. ■

Theorems 3 and 4 entail that this decidability result can be extended if we replace the carrier logic of LTL by any logic whose formulas define $\omega$-regular sets of models. This also holds if we extend LTL with any temporal operators definable in Monadic Second Order Logic (MSOL). We just have to update the construction of $A_{\text{symb}}$ by using the construction of [16].

**Corollary 2**
Finitary and infinitary satisfiability for CLTL$^{XF}$ augmented with MSOL definable temporal operators are decidable.

The above decidability result can be alternatively obtained by adapting the developments from Section 3.2. Note also that the reduction used for checking non-emptiness implies that the conditions (C1) and (C2) should have been expressed directly in Jančar’s formalism (see the proof of Lemma 6). However, we think our approach is more modular and more natural since the conditions use zero-tests that cannot be expressed directly in Petri nets. The zero-tests as well as the Büchi acceptance condition are taken into account in the formula to check. This is the tricky point of the proof of Lemma 6. Using directly Jancar’s formalism in this context would be very difficult.

### 8 A PSPACE fragment of CLTL$^{XF}$

In this section, we consider CLTL$^{XF}_{1}$, the fragment of CLTL$^{XF}$ in which the formulae are built over the single variable $x$. The models of the logic are sequences of natural numbers and the only counter in counting sequences $\alpha$ is $\{x\}$. In the following, we identify $\alpha(i)(\{x\})$ with $\alpha(i)$ for every counting sequence $\alpha$. Let $\rho$ be a symbolic model over the elements of $\forall x \in \mathbb{N}$. By definition, the counting
Several cases arise: since the inequality $\alpha \leq l$ for every symbolic model $\rho$ of the form $\mathbb{N} \rightarrow \mathcal{Fram}_{l}^{1}$ the counting sequence $\alpha$ along $\rho$ verifies $\alpha(i) \leq l$ for every $0 \leq i < |\rho|$. 

PROOF. Let $\phi$ be a CLTL_{1}^{XF}$ formula, $l$ be its X-length and $\rho$ be a symbolic model built with respect to $\phi$ (i.e. $\rho : \mathbb{N} \rightarrow \mathcal{Fram}_{l}^{1}$). We show that for every $i \in \mathbb{N}$ the number of distinct equivalence classes in the frame $\rho(i)$, denoted by $\sharp(\rho(i))$, is bounded by $l + 1 - \alpha(i)$ where $\alpha$ is the counting sequence along $\rho$.

We proceed by induction on $i$. By definition, if $i = 0$ then we have $\alpha(i) = 0$. The property is verified since the inequality $\sharp(\rho(0)) \leq l + 1$ is always true. Indeed, there are $l + 1$ different terms in a frame of $\mathcal{Fram}_{l}^{1}$. So we cannot have more equivalence classes in such a frame. We show that $\sharp(\rho(i)) \leq l + 1 - \alpha(i)$ and we show that the property holds at position $i + 1$. Several cases arise:

- If $\alpha(i + 1) = \alpha(i) + 1$ then we must have $u_{\rho(i)}^+ = 1$ and $u_{\rho(i+1)}^- = 1$. So, $[x,0]_{\rho(i)}$ is a point of increment and $[x,l]_{\rho(i+1)}$ is not a point of decrement. By definition of the points of increment and decrement, there are no edges from $(x,0)$ to the other nodes of $\rho(i)$ while $(x,l)$ is linked to another node of $\rho(i+1)$. Since the constraints between the other terms are shared by both frames (the pair $(\rho(i),\rho(i+1))$ is one-step consistent), we can deduce that the number of equivalence classes in $\rho(i+1)$ decreases by one w.r.t. $\rho(i)$. By induction hypothesis, we have $\sharp(\rho(i)) \leq l + 1 - \alpha(i)$ which implies $\sharp(\rho(i+1)) \leq l + 1 - \alpha(i+1)$ since $\sharp(\rho(i+1)) = \sharp(\rho(i)) - 1$. However, this inequality becomes $1$ because of the counter cannot be decremented because $\alpha(i) = 0$. In that case, we have to prove that $\sharp(\rho(i)) \leq l + 1$. However, this inequality always holds because there are only $l + 1$ different terms in a frame of $\mathcal{Fram}_{l}^{1}$ (and so at most $l + 1$ equivalence classes).
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By induction, we have \( \mathfrak{z}(\rho(i)) \leq l + 1 - \alpha(i) \) for every \( i \in \mathbb{N} \). Since the number of equivalence classes is always strictly positive, for every \( i \in \mathbb{N} \) we have \( l + 1 - \alpha(i) \geq \mathfrak{z}(\rho(i)) > 0 \). So we can deduce that \( l + 1 > \alpha(i) \) for every \( i \in \mathbb{N} \).

The proof for finite symbolic models is essentially the same except that we also have to consider the frames that indicate the end of the model. So we have more different cases but they do not cause any problem since the terms after the end of the model do not induce equivalence classes.

This result allows us to modify our construction in order to use automata without counters in the case of one-variable formulae.

**Lemma 9**

The set of realizable symbolic models over the alphabet \( \mathsf{Frame}_1 \) can be recognized by a standard Büchi automaton in the infinitary case, or by a finite-state automaton in the finitary case.

**Proof.** An infinite symbolic model \( \rho : \mathbb{N} \to \mathsf{Frame}_1 \) is satisfiable iff there is a position after which either every value in the counting sequence is equal to zero or there are infinitely many points of decrement in \( \rho \). Since the value of the counter is always smaller than \( l \) (by Lemma 8) this condition can be checked by the Büchi automaton \( A'_\mathsf{real} = \langle Q, Q_0, F, \to \rangle \) such that:

- the set of states is \( Q = \mathsf{Frame}_1 \times \{0, \ldots, l\} \times \{\mathsf{dec}, \neg\mathsf{dec}, \text{zero}\} \) where the second component of the triple encodes the value of the counter and the last one is helpful for the acceptance condition,
- \( Q_0 = \{(fr, 0, \neg\mathsf{dec}) \mid fr \in \mathsf{Frame}_1\} \) is the set of initial states,
- the set of final states is \( F = \{(fr, 0, \text{zero}) \mid fr \in \mathsf{Frame}_1\} \cup \{(fr, i, \mathsf{dec}) \mid fr \in \mathsf{Frame}_1 \text{ and } i \in \{0, \ldots, l\}\}, \)
- the transition relation is described by the following rules

\[(T1) \text{ for all } fr, fr' \in \mathsf{Frame}_1, i \in \{0, \ldots, l\} \text{ and } u \in \{\mathsf{dec}, \neg\mathsf{dec}\} \text{ we have a transition } (fr, i, u) \overset{fr}{\rightarrow} (fr', i', u') \text{ iff the pair } (fr, fr') \text{ is one-step consistent, } i' = i + (u_{fr}^+ - u_{fr'}^-) \text{ and } u' \text{ satisfies the following conditions:}
- if } u = \text{zero} \text{ then } i' = 0,
- if } u' = \mathsf{dec} \text{ then } u_{fr'}^- = 1,
- if } u' = \neg\mathsf{dec} \text{ then } u_{fr'}^- = 0.\]

\[(T2) \text{ for all } fr, fr' \in \mathsf{Frame}_1, \text{ we have } (fr, 0, \text{zero}) \overset{fr}{\rightarrow} (fr', 0, \text{zero}) \text{ iff } (fr, fr') \text{ is one-step consistent and } u_{fr}^+ = u_{fr'}^- .\]

By construction, any satisfiable symbolic model \( \rho \) is recognized by \( A'_\mathsf{real} \): Indeed, the counting sequence along \( \rho \) has to satisfy the conditions in Lemma 5. If there is a position after which every value in the counting sequence is equal to zero then we can enter into a state of \( A'_\mathsf{real} \) where the last component is zero (see rule (T1)) after this position. Then, we can see in the definition of the rule (T2) that the run is never blocked since the counter remains to 0 in the counting sequence along \( \rho \). Since every state of the form \((fr, 0, \text{zero})\) is accepting, this run is accepting. Otherwise, the sequence \( \rho \) must have infinitely many points of decrements. In this case, there is also an accepting run since we can visit infinitely often a final state of the form \((fr, i, \mathsf{dec})\) (see the definition of (T1)).

Conversely, any accepted sequence is one-step consistent and the corresponding run verifies one of the following properties:

- either the run stays in the component of the automaton made up of the states of the form \((fr, 0, \text{zero})\) after a certain position (since by (T2) every transition from a state of the form
As in Section 2.1, we can freely add constraints of the form \( \langle fr, 0, \text{zero} \rangle \). This means that the counter remains to 0 after a certain position (since in (T2) transitions are allowed only if \( u_{fr} = u_{fr} \)).

- or the run visits infinitely often a state of the form \( \langle fr, i, \text{dec} \rangle \) which means that there are infinitely many points of decrements in the sequence.

In both cases, the condition stated in Lemma 5 is verified for this one-variable symbolic model. Indeed, the updates of the counter in the transition relation correspond to the definition of the counting sequence along \( \rho \). So the symbolic model is satisfiable.

For the finitary case, we want that the execution ends with the value of the counter equal to 0. So we can use the following finite-state automaton \( \mathcal{A}'_{\text{real}} = (Q, Q_0, F, \rightarrow) \) such that:

- \( Q = \text{Frame}_{0,1} \times \{0, \ldots, l\} \),
- \( Q_0 = \{ \langle fr, i, 0 \rangle | \langle fr, i \rangle \in \text{Frame}_0 \} \),
- \( F = \{ \langle fr, 0, 0 \rangle | \langle fr, 0 \rangle \in \text{Frame}_0 \} \),
- for every \( \langle fr, i, (fr', i') \rangle \in \text{Frame}_0 \) and \( j \in \{0, \ldots, l\} \) we have \( \langle fr, i, j \rangle \rightarrow \langle fr', i', j' \rangle \iff \langle fr, i, (fr', i') \rangle \) is one-step consistent and \( j' = j + (u_{fr} - u_{fr'}) \).

The correctness proof for this automaton is obvious. Indeed, any run corresponds to a counting sequence along the accepted word and the acceptance condition enforces that the last value of this counting sequence is 0.

The automaton \( \mathcal{A}'_{\text{real}} \) has an exponential size and can be built in polynomial space in \( l \). Checking non-emptiness for this type of automata can be done in non-deterministic logarithmic space which allows to establish Theorem 5 below.

**Theorem 5**

The finitary and infinitary satisfiability problems for \( \text{CLTL}^{XF}_1 \) are \text{pspace}-complete.

Note that the models for \( \text{CLTL}^{XF}_1 \) corresponds to models of \( \text{CLTL}^{\downarrow}_{1,1}(X, U) \). Therefore, a corollary of this result is that the finitary and infinitary satisfiability problems for the fragment of \( \text{CLTL}^{\downarrow}_{1,1}(X, X^{-1}, U, S) \) restricting the freeze operator to subformulae of the form \( \downarrow_{r=x} XF(r = x) \) and \( \downarrow_{r=x} X(r = x) \) is decidable in polynomial space (where \( r \) is the unique register and \( x \) is the unique variable).

Moreover, the \text{pspace} upper bound is not a consequence of either Corollary 1 or Theorem 4 since in both cases the problems with an unbounded number of variables are translated into the reachability problem for Petri nets whose complexity is open (primitive recursiveness is even not known).

### 9 Repeating values in the past is still decidable

In this section, we explain why we can allow the constraints of the language to state properties about past repetitions of a value without loosing decidability. Let \( \text{CLTL}^{XF,XF^{-1}} \) be the extension of \( \text{CLTL}^{XF} \) with atomic formulae of the form \( x = XF^{-1}y \). The satisfaction relation is extended as follows:

\[
\sigma, i \models x = XF^{-1}y \iff \text{there exists } j > 0 \text{ such that } \sigma(i)(x) = \sigma(i-j)(y) \text{ and } 0 \leq i - j.
\]

As in Section 2.1, we can freely add constraints of the form \( x \text{ diff } XF^{-1}y \) in the language since they can be defined from \( x = XF^{-1}y \) (using a simple variant of the equivalence (2.1)). The extended...
logic is strictly more expressive. One can show for instance that $x = \text{XF}^{-1} y$ is not equivalent to $X^{-1} F^{-1} (y = \text{XF} x)$. Indeed, the term $\text{XF} x$ in $X^{-1} F^{-1} (y = \text{XF} x)$ does not necessarily refer to the current value of $x$.

We consider a CLTL $X^F X F^{-1}$ formula $\phi$ built over the variables from $\{x_1, \ldots, x_k\}$ and whose $X$-length is $l$. In order to deal with satisfiability for CLTL $X^F X F^{-1}$ we need to extend the symbolic representation of models. The set of frames in this case are maximal consistent sets of constraints from the set $\Omega^F_k$ that extends the set $\Omega^F_k$ defined previously with constraints of the form $X^i (x = X F^{-1} y)$ and their negation for all $x, y \in \{x_1, \ldots, x_k\}$ and $i \in \{0, \ldots, l\}$. The remaining of the definition of frames is very similar to the case without past repetitions. In addition to the conditions (F1)–(F5) defined in Section 4.1, a frame $fr$ has to verify the following property that expresses consistency of past repetitions (the finitary case admits a similar update):

(FP) for all $i, j \in \{0, \ldots, l\}$ and $x, y \in \{x_1, \ldots, x_k\}$, if $X^i x = \mathcal{X}^j y$ is in $fr$ then

- if $i = j$, then for every $z \in \{x_1, \ldots, x_k\}$ we have $X^i (x = X F^{-1} z) \in fr$ if $Y (y = X F^{-1} z) \in fr$,
- if $i > j$ then $X^i (x = X F^{-1} y) \in fr$, and for every $z \in \{x_1, \ldots, x_k\}$, $X^i x = X F^{-1} z \in fr$ if either $Y (y = X F^{-1} z) \in fr$ or there exists $i > j'$ such that $X^i x = \mathcal{X}^j' z$ is in $fr$.

A symbolic model for $\phi$ is defined as a sequence $\rho$ of frames such that two consecutive frames are one-step consistent and $\rho(0)$ satisfies the following initial condition: for every $X^i x = X F^{-1} y \in \rho(0) \in \Omega^F_k$, $X^i x = X F^{-1} y \in \rho(0)$ iff there is $j < l$ such that $X^i x = \mathcal{X}^j y$. One-step consistency requires one additional condition in order to take into account the past repetition constraints. Hence if $(fr, fr')$ is a pair of consecutive pairs in $\rho$, the conditions (OSC1) and (OSC2) from Section 4 are satisfied as well as the new one below:

(OSC3) for every $X^i (x = X F^{-1} y) \in \Omega^F_k$ with $i > 0$, we have $X^i (x = X F^{-1} y) \in fr$ iff $X^{i-1} (x = X F^{-1} y) \in fr'$.

All these definitions can naturally be adapted for the finite case.

The graphical representation of frames and symbolic models can easily be extended for CLTL $X^F X F^{-1}$. We define $\text{XF}_fr (x) \equiv \{ y | X^i (x = X F^{-1} y) \in fr \}$ which corresponds to the label of a new open edge from the node representing $\mathcal{X}^i x$ and refers to the past obligation linked to this node. The definition can be extended for symbolic models in a natural way.

Since we need to deal with past obligations, a counter is now represented by a pair $(X_p, X_f)$ in $P^+ (\{x_1, \ldots, x_k\}) \times P^+ (\{x_1, \ldots, x_k\})$ where $X_p$ is for past obligations and $X_f$ for future obligations. We update the notion of counter valuations accordingly. A value $n$ for $(X_p, X_f)$ is the number of values that occurred in a past state of every variable of $X_p$ and that have to be repeated in a future state of every variable of $X_f$.

The way we count the unsatisfied obligations has also to be updated. A point of increment for a counter $(X_p, X_f)$ in the $l$-frame $fr$ is an equivalence class of the form $[(x, 0)]_{fr}$ such that $\text{XF}_fr (x, 0) = X_f$, $(x, 0)$ is not connected by a forward edge to a node in $fr$ and $[(x, 0)]_{fr} \cup X F^{-1}_{fr} (x, 0) = X_p$. A point of decrement for $(X_p, X_f)$ in $fr$ is an equivalence class of the form $[(x, l)]_{fr}$ such that $\text{XF}_fr (x, l) \cup [(x, l)]_{fr} = X_f$, $(x, l)$ is not connected by a backward edge to another node in $fr$ and $X F^{-1}_{fr} (x, l) = X_p$.

Let $u^+_fr$ denote a counter valuation which records the number of points of increment for each counter $(X_p, X_f)$ in $fr$. Similarly, let $u^- fr$ denote the counter valuation which records the number of points of decrement for each counter $(X_p, X_f)$ in $fr$. The canonical counter valuation sequence $\alpha$ along $\rho$, also
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called the counting sequence along $\rho$, is defined by: for every $\langle X_p, X_f \rangle \in (\mathcal{P}^+([x_1, \ldots, x_k]))^2$ we have $\alpha(0)((X_p, X_f)) = 0$ and for every $0 \leq i < |\rho|,$

$$\alpha(i+1)((X_p, X_f)) = \alpha(i)((X_p, X_f)) + (u^+_{\rho(i)}((X_p, X_f)) - u^-_{\rho(i+1)}((X_p, X_f)))$$

with the new definition of $u^+_{\rho}$ and $u^-_{\rho}$. Unlike the counting sequences along symbolic models of CLTL$^{XF}$, decrementing is this time compulsory and we allow $\alpha(i)((X_p, X_f))$ to be negative. However, we will require in the acceptance condition that the counters remain non-negative: a counter with a negative value means that some past obligations could not be satisfied. Though we need more counters, dealing with past repeating values does not introduce serious complications. This is analogous to the passage from LTL to LTL with past-time operators since past is finite and information about past can be accumulated smoothly.

**Lemma 10**

A symbolic model $\rho$ for the logic CLTL$^{XF, XF^{-1}}$ is satisfiable if and only if the counting sequence along $\rho$ satisfies the conditions from Lemma 5 for the future part of the counters and for all $0 \leq i < |\rho|,$ we have $\alpha(i)((X_p, X_f)) \geq 0$.

**Proof.** Suppose that a symbolic model $\rho$ admits a model $\sigma$. A development similar to the proof of Lemma 5 can be used to treat the part linked to future obligations, so that we can prove that $\rho$ verifies conditions of Lemma 5. We just have to show that for $0 \leq i < |\rho|,$ we have $\alpha(i)((X_p, X_f)) \geq 0$. This fact is obvious since one can easily show that there is a one to one correspondence between points of increment and decrement induced by the values that are repeated in $\sigma$ such that each point of increment occurs before the corresponding point of decrement in $\rho$ (see the beginning of the proof of Lemma 5). So the values of the counters cannot become negative.

For the converse direction, we just have to update the way we add the augmented edges from the proof of Lemma 5 by considering the past repetitions. The additional condition stating that every counter is always positive ensure that each point of decrement can be related to a node of lower level by an augmented edge. Then the proof is similar to Lemma 5.

As a consequence, we can easily update the construction of $A_\phi$ in order to deal with past repeating values. The definitions of the automata $A_{1sc}$, $A_{symb}$ and $A_{real}$ are just extended by considering the new definition for frames. It is also important to observe that the automaton $A_\phi$ obtained by synchronization of these automata still belongs to the class of simple counter automata and so the decidability result still holds for CLTL$^{XF, XF^{-1}}$ satisfiability problem. The construction for the one-variable fragment can also be adapted according to the extended definitions. So we obtain the following results.

**Theorem 6**

(I) Finitary and infinitary satisfiability for CLTL$^{XF, XF^{-1}}$ are decidable.

(II) Finitary and infinitary satisfiability for CLTL$^{1, XF^{-1}}$ are PSPACE-complete.

The above decidability result can be alternatively obtained by adapting the developments from Section 3.2. The corollary of Theorem 4 about the extension with MSO-definable operators still holds when adding past repetition constraints.
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Corollary 3
The finitary and infinitary satisfiability problems for $\text{CLTL}^{XF,F^{-1}}$ augmented with MSOL definable temporal operators are decidable.

10 Concluding remarks
We have shown that satisfiability for $\text{CLTL}^{XF}$ with operators in $\{X, X^{-1}, S, U\}$ is decidable by reduction into the verification of fairness properties in Petri nets [19]. The proof in Sections 4–7 is uniform for the finitary and infinitary cases and it can be extended to atomic constraints of the form $x = X^{F^{-1}}y$ and to any set of MSOL definable temporal operators. Moreover, satisfiability for $\text{CLTL}^{XF}$ restricted to one variable is shown to be $\text{PSPACE}$-complete. Hence, we have defined and studied a well-designed decidable fragment of LTL with the freeze quantifier using a repeating operator inspired from [36] (viewing $x = X^{-1}y$ as the generalized disjunction $\bigvee_{i>0} x = X^i y$) and circumventing some undecidability results from [9, 15]. Finally, as done also in [3, 9, 25], we show relationships between fragments of LTL with freeze and counter automata. Our connection is all the more interesting because we deal with the finitary and infinitary cases while preserving decidability. Alternative proofs are also presented in Section 3, some of them for strict fragments of $\text{CLTL}^{XF}$. However, we believe that even though some decidability results are proved in different ways in the article, they help understanding the essential ingredients of repeating constraints in $\text{CLTL}^{XF}$.

In Figure 3, we summarize the reductions presented in the article as well as related reductions to non-emptiness problems to various classes of automata. We use the following abbreviations: AR$A_1$ for alternating register automata restricted to one register [9], ICA for incrementing counter automata [9] (zero-tests are allowed but incrementing errors can occur), DA for data automata [3], $\text{DA}_\omega$ for data $\omega$-automata [3], BBA for Büchi bag automata [3]. Non-emptiness problems for classes of counter automata are presented by nodes with two lines. It is worth observing that most of the problems are decidable by reduction into the reachability problem for VASS that has been shown decidable in [21, 24, 28].

The main question left open by our work is the complexity of satisfiability for $\text{CLTL}^{XF}$ and more precisely we do not know whether $\text{CLTL}^{XF}$ satisfiability has elementary complexity. Similarly, are there natural fragments of $\text{CLTL}^{XF}$ that are of lower complexity, for instance the one involved in...
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Theorem 1?Another promising extension consists in considering other concrete domains as \((\mathbb{R}, <, =)\) and to allow atomic formulae of the form \(x < XFy\). The decidability status of such a variant is still open, even if in absence of the restricted use of the freeze quantifier, \(\text{PSPACE}\)-completeness is known [5]. Finally, it would be interesting to investigate branching-time extensions.
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